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ABSTRACT
When engaging with a social robot, people form expectations about the robot that may not align with its real behaviour and abilities. This gap is known as expectation discrepancy, and can confuse and disappoint users. We are developing a framework that can be used to understand and compare instances of expectation discrepancy between robots by considering the sources of those expectations. In doing so, we aim to provide a structure and unified vocabulary that can be used to support description and comparison of robot designs and the expectations users form of them. We have begun by examining theoretical work on expectations in interactions between people, and are working to synthesize this into an initial foundation. We will then refine this into a final social robot expectation framework by conducting a survey of expectation formation and discrepancy in existing social robots and projects.
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1 INTRODUCTION
Social robots are designed to simplify interaction with people through human or animal-like designs that people can readily understand [4]. However, in interacting with social robot designs, people can form a plethora of expectations of the robot, based on that design: for example, a person may reasonably assume that a robot with hands and fingers can pick up items. Of course, the robot may not have this capability, creating an expectation discrepancy [21] where people may not only misunderstand how to interact with a robot, but may be disappointed by it, impacting the success of the interaction [10].

The expectations people form of social robots can emerge from a range of sources, including decades of fanciful depictions in media [5,20], and are heavily influenced by the robot’s own design [12,14]. Outwardly human-like design features, while effective in promoting familiarity [4] and empathy [18], may lead to expectations of human-like capability. While it may not be feasible to meet such high expectations, some have instead suggested exploring ways to design robots that more accurately imply their capabilities [11,15]. By clearly setting expectations in advance, the robot may be able to avoid disappointing the user when they see the robot’s actual abilities.

We are working to support engagement with this issue through the development of a framework that allows for understanding and comparison of instances of the problem. While various works have investigated expectation formation and discrepancies, the field will benefit from more holistic and systematic examination of the subject.

We are developing this framework by first establishing a theoretical grounding in work on expectation formation in human-human interactions. We are synthesizing these works from a social robotics perspective, and will use the results to survey expectations-related features in robots in the field, ultimately producing a descriptive framework that can be used to summarize and compare instances of expectation formation and discrepancy.

Beyond supporting greater understanding and discussion, this framework will serve as a foundation for the development of applicable design tools in the future, informing designers on what features they may add and remove from their robot in order to achieve more accurate expectations in users.
2 RELATED WORK

Numerous works have explored different aspects of expectations surrounding robots. One focus of such works is to examine the sources of initial expectations, be they depictions in media [5,20] or features of the robot itself [14,17]. Another major focus is to examine how users respond to gaps between their expectations and actual robot capabilities [10], and more generally how they respond to robots’ errors and failures [13,16,19]. Attempting to address the issue, some works have investigated ways to moderate user expectations to better suit the robot’s real abilities [11,15]. While significant efforts have been made in this direction, there is much to gain with more structure and a unified vocabulary, supporting a more cohesive approach toward the problem.

As a young field, human-robot interaction is still exploring many areas, and an important step for any issue is to map out the problem space. By synthesizing observed trends across the field into a systematized framework, we can obtain a better understanding of the issue and its key components. This approach has been highly successful in mapping out other areas of the field, including more general, high-level frameworks designed to describe whole instances of human-robot interaction [2,22], identifying more specific components and patterns that make up an interaction [7,9], or considering particular aspects of interaction such as dialogue [3]. We are now applying this approach to support the understanding and analysis of robot expectation formation and discrepancy.

3 METHODOLOGY

We are currently undergoing the first steps in the development of this new framework. Our approach begins with collecting and reviewing existing literature on expectation formation in a human-human context, which we will synthesize into an initial set of framework dimensions. We will then iteratively refine these dimensions through a survey of robots in the field, and will evaluate the work using case studies selected from this survey.

3.1 Theoretical Foundations

We draw from expectation formation in human-human work to ground our exploration of expectations of social robots. For example, there are several theories regarding expectations in interactions between humans which may be relevant to robots as well, such as expectancy violations theory [6] and simulation theory [8]. This will also include considering particular psychological phenomena, such as the pratfall effect (people perceived as highly capable become more likeable after making a mistake, while people who are already perceived as unreliable become less likeable after making the same mistake) [1] which has received prior consideration in a robotic context [13].

We will synthesize this work from the perspective of the unique demands and needs of social robots in comparison to people (e.g., limitations of computation, online connectivity). From this investigation, we will identify patterns and areas of common interest, and use these to unify the ways in which people are discussing the issue. We will also collect a list of features known to impact expectations, and put these together to assemble an initial working framework.

3.2 Synthesis and Analysis of Existing Robots

We will refine the framework to suit the needs of actual robots by conducting a survey of the field. We will survey past works featuring robots that were published at HRI, looking for details about the outward features of the robot and any information about expectations and responses that participants had. Using these collected systems, we will perform an open-coding thematic analysis, classifying each robot according to our framework and iteratively updating the dimensions as we proceed. This will result in a framework that reflects both theoretical human-human literature and present robots in the field.

3.3 Case Studies

We will select out of our survey three to four current key robots and use them as case studies. We will use the framework to summarize and compare them, in order to demonstrate the frameworks’ descriptive ability.

3.4 Contributions

There are two key contributions that will result from our work. The first is the descriptive framework we will have developed in order to support greater understanding of robot expectations. The second is a quantitative summary resulting from our survey, in which we will be able to show the frequencies of expectation-relevant design features in the field. This will provide an overview of common approaches and designs in contemporary systems.

4 FUTURE WORK

The framework we are developing will not only enable greater understanding of the issue, but we also plan to use it as a foundation for future work.

The next step following the development of the framework will be to quantitatively examine the impact of the various features of the framework by conducting a participant study. We will present participants with different robot designs, adjusting features along the different dimensions to evaluate how they affect what participants expect from the robot.

Beyond this, we are interested in building on those results to develop an applicable design tool that can inform designers about how they can adjust their designs in order to achieve the expectations they desire for their robots.
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