Limb-O: Real-Time Comparison and Visualization of Lower Limb Motions
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Figure 1: (a) Limb-O is a virtual training application that uses orbs placed in front of the user’s leg to help guide their motion, for applications such as training or rehabilitation. (b) The user wears three IMU sensors along their leg that track their motion.

ABSTRACT

Since the rise in popularity of video-sharing platforms such as Youtube, learning new skills from the comfort of one’s own home has become more accessible than ever. Though such independent learning methods are useful, they lack the real-time feedback component of being in the same room with an expert, which is why expensive private coaching sessions remain desirable. Accordingly, we propose Limb-O (orbs for limb movement visualization), a real-time quantitative virtual coach application for learning lower-limb motions through motion comparison. The proposed application turns the practice of things like sports motions into a game that highlights imperfections and allows for tracking of progress over time. A user validation study was run which confirmed that Limb-O outperforms traditional video learning methods both quantitatively and qualitatively, by providing objective feedback that keeps users engaged.
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1 INTRODUCTION

Online tutorials, either text, picture, or video-based, have made the barrier to entry to many traditionally difficult fields lower than ever. Picking up a new skill - whether it be learning a musical instrument, advanced sports techniques, or beginner aerobic exercise routines - is made simpler with such references, while avoiding the high monetary cost of a private teacher. While this is clearly positive, most methods of remote or independent learning are not yet comparable to working side-by-side with an expert in the field when learning low-level concepts [6]. This is likely due to difficulty quantifying the similarity between the beginning's attempt and the source that they are receiving the information from, which could lead to skill acquisition taking longer than necessary.

To further accelerate low-cost & accessible training, advances in virtual learning and coaching technologies are desirable. Ideally such technologies should not only provide a reference to learn from, but also a feedback method for automatically quantifying the difference between a user’s performance and an expert’s in order to make suggestions on how they can further improve. It has been shown that VR training that highlights such differences can perform better than training from a human expert [16]. With this motivation in mind, we introduce Limb-O - a low-cost, portable virtual coach for lower-limb motion comparison. Limb-O in its current form is presented as a mobile Android smartphone application that pairs with three Bluetooth IMU sensors capturing the motion of the thigh, shank, and foot. An ‘expert’ can capture lower-limb motions in the app (e.g., a particular karate kick or a leg motion for a dance move) that a user will attempt to replicate. The visualization, presented as orbs the user will need to follow with the foot, will highlight the similarities and differences between the user’s attempt and the expert’s motion. Limb-O also provides users with a score after each attempt. This helps not only with confidence while learning, but also as a motivator [4].

Applications for comparing motion (or other forms of temporal media) do currently exist (InterPoser [13], Super Mirror [9], betaCube [18], TIKL [8]), but typically are either strictly quantitative in nature or only work for the comparison of static poses. We propose Limb-O as a solution for the quantitative comparison of dynamic lower-limb motions. Our user study reveals that practicing motions with Limb-O leads to a better outcome than the video comparison method does. Further, in the users’ subjective experiences, Limb-O was better for understanding the task, better for focus, and all-around preferred over video comparison.

2 RELATED WORK

2.1 Spatio-Temporal Media Comparison

The main challenge in creating a virtual coach able to compare two sets of lower limb motions in a meaningful way stems from the fact that temporal media comparison is, in general, a complex task. Tharatipyakul [14] suggests that visual temporal media (such as animated joint angle data, in our case) can be uniquely difficult to compare since the relationship with respect to time is usually equally as important as the relationship between the two (or more) media instances. She argues that visual design for such comparison is "almost non-existent". In most cases people rely on memory for such tasks, which usually results in the loss of useful information.

One approach that is often used in video comparison is that of juxtaposition. The problem is that when the user is watching one media item, they are missing the content from the other media item as time progresses - "the temporal nature of the media necessitates additional or different design elements to support the comparison" [15]. Other possibilities for comparison include superposition and relationship encoding [15], which are typically thought of as better options, although present new challenges.

The playback method for the temporal media can either be sequential or in parallel. Playing the media in parallel is typically a superior method for comparison (due to a high cognitive load not hindering the effectiveness of the comparison) [15], but brings up the additional problem of content synchronization/temporal alignment. This means that the portions of the media being played back simultaneously must share some similarities that are conducive to comparison which can be challenging to facilitate as the two pieces of media are not always of the same (or even similar) lengths. Studies for automating [17] or crowd-sourcing [12] content synchronization exist, though it is not always clear what content synchronization means when the structure/duration of the media are different. Should one piece of media be the "master", while the other "slave" media jumps to different parts varies playback speed? What about a real-time comparison to a piece of pre-recorded media? These questions do not have a general answer, and the answers are often unclear - more studies and justifications for one method over another are needed [15].

Tharatipyakul argues that one proposed solution to the above problem is to remove the temporal component altogether, effectively turning a video (or other pieces of temporal media) into a series of keyframes [15]. Comparison between a set number of keyframes selected from each piece of media drastically reduces complexity, though there is a trade-off with the amount of information available. We build off such an idea in our own application by reducing the complexity of the temporal component of comparison and concern ourselves mainly with the spatial component - our interest in the temporal component is primarily with the order in which events take place rather than the actual time between events.

2.2 Methods For Visualizing Differences In Videos

Another issue once the pieces of the media have been aligned is how one measures and visualizes dissimilarities over time. For the case of comparing two videos, Balakrishnan et al. [2] developed an algorithm for measuring dissimilarity between two videos at each point in time, and using this measure of similarity at each point in the frame they visualize outlines where the two videos diverge from one another. Such a visualization method is simple, yet "dramatically enhances one’s ability to notice differences" [2]. This is because "humans are better at interpreting spatio-temporal matches than current computer vision algorithms, so instead of automatically matching video pixels, [they] choose to direct users to important areas of the videos and let them interpret the differences" [2].
Another method of interest for visualizing spatio-temporal differences is a “ghosting” method. Ghosting is “a technique that uses machine learning to compute optimal player trajectories and play outcomes” [10] for sports training. One could imagine a semi-transparent version of the ideal motion being displayed alongside the user’s true motion, similar to a “ghost car” in racing video games representing the player’s best time.

### 2.3 Visualizing Comparison of Human Limb Motion and Positioning

Comparing human limb motion as opposed to motion in general is a unique and interesting problem. For instance, the leg is made up of three independent rotation points (hip/knee/ankle), and for two legs to be considered to be occupying the same orientation, the pitch/roll/yaw of all three of these joints must match (within some threshold) at that instant in time - nine parameters per leg. Such a large amount of information makes visualization challenging.

Marquardt et al. [9] visualized the latter scenario through juxtaposition of an animated stick figure with real-time skeleton tracking data from a Kinect-based system for evaluating the accuracy of ballet poses. When the pose for a given limb was correct (up to a certain inaccuracy threshold set by the researchers), it would change colour on screen. The real-time joint angles, relative to the target joint angles, were also displayed on-screen via moving wheels. For static poses this visualization method is quite intuitive, although it does not extend well to dynamic motions. In future iterations of the system, Marquardt et al. plan to define each step in a dynamic motion as a series of static poses to iterate through. Unfortunately, this plan is not generalizable to a smooth dynamic motion such as a soccer kick - the smooth temporal component of a kick makes it challenging to observe the desired motion while precisely following it at the same time.

An approach for dynamic comparison for rock climbers is presented by Wiehr et al. with betaCube [18]. The apparatus enables many different kinds of movement visualizations. One such visualization involves the recording and re-projection of an expert climber’s run back onto the wall (that could either be watched from the ground, raced against, or mimicked in real-time [referred to as “shadow climbing”]) which gives detailed, repeatable information about the ground truth run but does not directly draw comparisons to the user’s movements. Alternatively, the apparatus can also track which holds were used in succession by the expert, and highlight them via the projection of markers around the next holds in the climb. This ensures that the user follows the ground truth path closely, but does not give feedback on the actual nuanced joint movement between holds which is key to becoming a strong climber.

Aside from visual feedback, joint angle information has also been compared using tactile feedback. Lieberman et al. [8] developed a vibrotactile feedback suit as a means of providing real-time feedback. They propose that tactile feedback directly engages our motor learning systems as opposed to something like auditory feedback, which is abstract and requires the creation of a mental model. The suit works by delivering vibrations proportional to the amount of error along that axis, effectively nudging the user’s motion back on track. This method is interesting, although it requires the use of an expensive Vicon tracker and feedback suit.

### 2.4 Tracking Methods for Motion Comparison

In previous work, tracking motions for comparison typically depends on capturing position in either two (x,y) or three (x,y,z) dimensions and drawing direct comparisons between the positions of specific features in a local Cartesian coordinate system. This is seen, for instance, in [2] and [13] where a standard RGB video is captured and the pixel locations of certain features are compared. Such comparisons have also been made using Vicon or CAVE-based systems [8] for more accurate tracking results. These systems have two inherent disadvantages - first, the capture methods are inconvenient and non-portable. In the case of video comparison, the backgrounds of both videos should be identical to avoid picking up false positives. This means that once a capture location has been chosen, all motions to be compared must take place there without any relocation of the camera. In the case of the Vicon or CAVE (or a camera with a green screen), the captures must take place in an unnatural laboratory setting and cost may be prohibitive. Additionally, the use of Cartesian position as a means of comparison makes it difficult to compare the motions of people with different heights and weights without laborious editing to the raw capture files, as a similarly performed motion from, for instance, both an adult and child will lead to very different positions of the limbs in Cartesian space.

Some of the aforementioned problems were solved in [9] where a Kinect camera captures the skeleton, and thus the joint angles of the user, in order to compare their poses to a ground truth set of poses. This method of using joint angles as opposed to position makes for a much more convenient comparison between people of different shapes/sizes and is not dependent on the background of the camera capture. That being said, it is still necessary for the user to stay within the field of view of the Kinect. This makes such a solution impractical for anything gait-related, or anything that is more naturally performed outdoors/in public.

### 2.5 Increasing Motivation for Home Rehabilitation

In order to increase motivation and perseverance for tedious tasks, often designers use gamification methods [4]. This was done for rehabilitation tasks in [11] by turning the therapy-related exercises into controls for a game using accelerometers, gyroscopes, and flex sensors. The platform focuses on acting as a personal trainer for the patient that also collects the patient’s performance data during the training for later evaluation. Such data collection is useful for tracking progress over time when the platform is used on a regular basis. Even without gamification, [7] found that simply having an app with remote support was enough to increase adherence to exercise programs when compared to paper handouts.

### 3 LIMB-O

We introduce Limb-O - a novel solution for the real-time comparison and coaching of lower limb motion in humans. Limb-O in its current form is presented as an Android application designed to...
act like a virtual coach for sports activities primarily involving the lower body (such as soccer, martial arts kicks, dance moves, and repetitive leg rehabilitation exercises). With these applications in mind, we aim to find a way to quantify the similarity between a user’s attempt at a given motion to a ground truth input for that same motion (ideally from an expert) in real time while also providing feedback as to where improvement is needed.

The application works by breaking up a ground truth lower-limb motion into a series of keyframes represented by collectable orb objects, which are sequentially collected by the user’s virtual foot to increase their score. A perfect replication of the reference motion will result in the destruction of all on-screen orbs, and a perfect score of 100. Otherwise, the remaining orbs give feedback to the user as to where improvement may be necessary.

3.1 Hardware and Data Stream

Our basis for lower limb comparison is entirely orientation-based. The complete configuration of a leg relative to the pelvis can be described through nine parameters - namely the orientation of each leg segment (thigh, shank, foot). Each of these segments require three rotation angles for a full description (although, the knee is regarded as a hinge joint which to a good approximation is only allowed flexion/extension [3]). In order to obtain this orientation data in real-time while remaining lightweight, portable, and affordable, we used the MetaMotionC (MMC) sensors from Mbientlab (which includes an on-board sensor fusion algorithm) to stream quaternions from each leg segment in real-time. For the purpose of the user study described in this paper we only compared the motions of one leg at a time, meaning a total of three sensors were strapped on each participant and streaming data (although the application can be extended for up to seven sensors).

The portability/convenience of these sensors (which can easily stream to a standard smartphone over Bluetooth) along with the affordable price makes them ideal for use outside of the lab (i.e. practicing a soccer kick with a ball in a field), and makes them an attractive option for in-home rehab applications. It is much more affordable for a patient with severe mobility issues to buy sensors to pair with their smartphone than to pay a physiotherapist for in-home visits. In future work, we look into ways to make this process entirely remote - the therapist could upload new motions to the cloud, and track the patient’s progress without ever being in the same room.

Since the MMC sensors are not able to stream data directly to Unity, an intermediate Android application was written to facilitate the connection of the boards and subsequently stream the data continuously in the background. This data was then broadcast to a Unity 3D application which received the quaternions from each leg segment in real-time. For the purpose of the user study described in this paper we only compared the motions of one leg at a time, meaning a total of three sensors were strapped on each participant and streaming data (although the application can be extended for up to seven sensors).

When the position data is written to file, it is messy in general. Typically after pressing the button to begin logging, the expert’s foot will sit static at the starting position for a while before the movement begins. This leads to a surplus of data points all collected around the same position. Then when the motion is being performed, the velocity of the foot varies, leading to uneven spacing between the logged points. For these reasons it is necessary to apply a runtime filtering technique to evenly space data points along the desired path. This way, when a user tries to compare their own motion to the ground truth, a percentage of matching data points will actually serve as a meaningful scoring system.

We use a direction vector based approach to smooth the pathway generated by the data points from the sensors. With this approach, a linear interpolation of the pathway between the data points was generated. Figures 2a and 2b show the before/after pathways.

3.3 Visualization and Scoring Method

When a user is ready to start learning a lower limb motion using Limb-O, they load the data set described in the previous section through an on-screen menu and the interpolated data set is rendered as a set of coloured collectable orb objects. The goal of the virtual coach game is to collect these orbs in the order they were rendered by passing the toes of the 3D model through them. Recall that since our system is entirely orientation-based, this is independent of the users’ leg size and thus one ground truth data set can be used for comparison by anyone. When a user successfully collects an orb,
it will disappear from the screen, and the score is incremented. After the motion is completed, the user can see where they require improvement by observing where large amounts of orbs are left over.

When these orbs are rendered on screen, a simple linear velocity calculation is done by comparing the positions and timestamps of neighbouring data points. If the approximated linear velocity is less than some threshold (in our case $5 \times 10^{-4}$ Unity distance units/ms), then the orbs are rendered in a red colour. These orbs are directionally ambiguous and can be collected by passing the model’s toes through in any direction. If the approximated linear velocity is greater than the velocity threshold, then they are either coloured gold (forward motion of the toe) or blue (backwards motion). These orbs can only be collected if the direction of motion is appropriate. The reason for this is that some motions (such as some soccer kicks) include both a forward and backward component that cross paths, and it is not desirable for the user to accidentally start collecting orbs from the wrong part of the motion. Currently this is only implemented for the forward/backward direction, but future iterations could easily implement a switch to apply this colour coding to left/right instead, depending on the desired motion. We take further measures to avoid accidental collection by having a window for collection relative to the last collected orb. For our study this window size was 26, meaning that it is impossible to collect an orb more than 26 positions ahead of that which was last collected. This prevents the accidental collection of orbs from later in the motion but also introduces the problem where if a large chunk of orbs are missed, then collection becomes impossible for the rest of the motion. The window size for our study was chosen through trial and error, in an effort to avoid the problem where orb collection is cut off as often as possible. The ideal window size will depend on the motion itself and the number of orbs concentrated in small volumes.

Since the temporal component of the media is broken down into static keyframes (orbs), the only time-dependence is the order in which the orbs are collected, along with the direction of motion (forwards/backwards) of the 3D model’s foot. This greatly reduces complexity (as was suggested in [15]) while still providing useful feedback to the user. Since these orbs exist in 3D space, we included a “Change Camera” button in the app that will switch the user’s view between front (Figure 2c) and side (Figure 2d). This can be done at any time, and the user may perform the orb collection in whichever view is more convenient for the task at hand.

4 VALIDATION STUDY
In our study, participants were asked to replicate two lower limb movements which had been performed and recorded in advance by the researchers. The motion replication was completed by providing real-time feedback through Limb-O in the experimental condition (presented on a Samsung Galaxy S8 5.8” smartphone), as well as using video feedback in the control condition. The experiment aimed to see whether the participants’ performance varied depending on the technologies they used (i.e., Limb-O vs. typical video learning) in motion replication, both quantitatively and qualitatively (i.e., in the user’s experience). As this user study is simply meant to serve as an initial proof of concept for motion replication, rather than having real sports experts input their data as a point of comparison, the authors instead input arbitrary lower limb motions themselves that would be simple enough for an average participant to achieve a decent score on.

We aimed to make the video control scenario as comparable to Limb-O as possible; when the ground truth data sets for Limb-O were collected, we recorded the “expert” (i.e., reference video) from two different angles (to be comparable to the two viewing angles available in the app) and allowed the participant to view these videos before each attempt at motion replication. In order to provide an equivalent feedback to the one provided by Limb-O, we live-streamed the participants’ motions to a smartphone during their trials so that they could watch their motions from both the side (Figure 3a) and front (Figure 3b) angles as they happened, analogous to watching the 3D model move in Limb-O without the feedback of the collectable orbs.

While participants were completing their trials using the video comparison method, we had Limb-O running in the background (with the visualization hidden from the user). This was done so that orbs would still be collected to quantify how close they were to performing the ground truth motion, giving us a number to compare to their trials with the experimental condition (Limb-O).

4.1 Experimental Method
A within design study was conducted where sixteen (16) local university students ($F = 4$) participated to explore the efficacy and the user experience of our visualization approach in Limb-O. The participants were asked to test a new piece of technology that would act like a virtual coach, giving real-time feedback as they try to replicate two different lower limb motions - a soccer kick, and a circular leg sweep motion.

First, participants were greeted and asked to turn off and remove any smart devices, and the the steps in the study were explained. They were then asked to sign a consent form and fill out a general demographic questionnaire. Next, three MMC IMU sensors were strapped onto the participant’s right leg (thigh/shank/foot - see Figure 1b). There were two tasks (soccer kick & circular leg sweep) to complete with each of the feedback systems, with the second task serving as a distraction to minimize the learning effect (e.g., 1st: Soccer Kick with App; 2nd: Circular Sweep with Video; 3rd: Soccer Kick with Video; 4th: Circular Sweep with App). These tasks were also selected to explore how the app’s performance differs between simple and difficult motions - the soccer kick task was pointedly more challenging for participants as it required a much larger
range-of-motion than the circular leg sweep. The tasks were coordinated in four different orders to minimize the order effect.

The first time a task was completed using Limb-O, we had the participant stand on a line of blue tape on the floor with feet shoulder-width apart while the sensor calibration was completed (Figure 1b). We demonstrated the app to the participant, and illustrated that if they moved their right leg while keeping their left foot planted on the ground, the 3D model on screen would move along with them. We also demonstrated that the viewing angle could be changed by pressing the "Change Camera" button. We then showed the participant how to load the task that they were to complete, and had them watch the animation of the 3D model completing the desired task through the rendered orbs. Participants were told that their goal was to collect as many of the orbs as possible by moving the 3D model’s (i.e., their avatar’s) right toes through these orbs as they mimicked the motion seen in the animation. Participants were told that collecting the orbs in succession would cause the score to increase, with a maximum score of 100 if all orbs were collected. We also explained the relationship between the direction of motion and orb colour to the participants (see Section 3.3 for more detail). The participants were then instructed to practice the task using Limb-O until they were confident in their performance, at which point they performed three final “recorded” trials. Although we did not quantitatively record motion speed, we asked participants to perform the motions smoothly as opposed to slowly collecting each orb (which would defeat the purpose of the app). The importance of using both camera angles to learn the motions was also emphasized. For the recorded trials participants were urged to perform the task to the best of their ability, and the three scores were noted by the researcher. In order for the sensors to stay appropriately calibrated with the user’s orientation, we ensured that they returned to the same pose on the blue tape line after each trial. We then asked the participants to fill out the portion of our questionnaire regarding the relevant task paired with the Limb-O app.

The first time a task was completed using the video feedback method, we had the participant stand on the blue tape line noted above. From there we explained how to navigate to the pre-recorded reference motions for the task that they were meant to emulate, and also showed them how to access the live streams of their own movement. The participants were asked to switch between these reference videos and the live streams of their movements while practicing the task until they felt confident that they were emulating it as closely as possible. When they indicated that they were ready for the recorded trials, Limb-O was loaded on a separate phone by the researcher, and the sensors were calibrated. We again stressed that they should try to be as accurate as possible in the following trials. The researcher started the comparison mode in Limb-O without telling the participant, and then allowed them to start the recorded trials while using the video feedback method. The scores in Limb-O were noted by the researcher, and the participants were instructed to return to the calibration position between each trial. We then asked the participants to fill out the portion of our questionnaire regarding the relevant task paired with the video feedback method.

Note, throughout the analyses, assumptions for each analytical method were checked and appropriate methods were selected accordingly. Further, Cohen’s rule-of-thumb [5] was applied in interpreting our effect sizes.

Participants 16 students from a local university participated in the study (F = 4) and their age ranged between 18 and 33 (M = 25.67, SD = 3.77). One participant skipped the age question. Two questions asked about their tech use experiences (e.g., “Generally speaking, compared to my friends and family, I am good at using most tech devices.”) with a 7-point Likert scale. Due to high correlations between these items (p = 0.01, r = 0.66), these scores were aggregated to create an index. Overall, our participants had high technology use experiences (M = 5.91, SD = 1.10).

Overall Performance (Limb-O vs. Video Comparison) Repeated ANOVAs investigated whether participants performance varied based on the technology they used. First, kick motion was investigated by comparing the scores between Limb-O vs. video comparison. Participants scored higher in the kick motion task when they used Limb-O (M = 47.00, SD = 16.24) compared to the time when they used the video comparison (M = 33.52, SD = 20.25), F (1, 14) = 5.81, p = 0.03, with a large effect (ηp² = 0.29). The same pattern emerged for the circular motion; Limb-O (M = 60.00, SD = 17.26) and video comparison (M = 41.62, SD = 14.31), F (1, 14) = 11.62, p = 0.01, with another large effect (ηp² = 0.45). (Figure 4)

Direct Comparisons Chi square tests explored the participants’ preferences on the technology (i.e., Limb-O vs. video comparison). Four questions were asked: 1: Which system gives a better understanding of leg movement did you feel?, 2: Which system is easier
to learn the leg movement from? 2: Now you have tried two systems. Which one do you prefer? 3: Which system did you focus on your task better? In comparison to the video method, participants found the Limb-O visualization to be easier for understanding the leg movement. $\chi^2 (1, 16) = 4.00, p = 0.05, v = 0.25$, allowing them to focus more on their task. $\chi^2 (1, 16) = 4.00, p = 0.05, v = 0.25$, and simply preferred Limb-O. $\chi^2 (1, 16) = 6.25, p = 0.01, v = 0.39$. However, there was no difference in the learning difficulty level ($\chi^2 (1, 16) = 0.25, p = 0.62$, $v = 0.02$).

**Kick movement** Participants' perceived physical awkwardness in using Limb-O was assessed with a question: ("How physically awkward did you feel when you were using this method to replicate the leg movements?"). A repeated ANOVA revealed higher levels of awkwardness when participants used Limb-O ($M = 3.88, SD = 1.02$) in comparison to the video method ($M = 2.75, SD = 1.24$). $F (1, 15) = 6.94, p = 0.02, v = 0.32$, with a large effect ($\eta^2_p = 0.32$). Next, to explore the level of difficulty to copy the kick motion, a question was asked ("How easy was it for you to copy the leg motion?"). Overall, participants felt it was easier to copy leg movement using video comparison ($M = 4.25, SD = 1.34$) than with Limb-O ($M = 3.06, SD = 1.48$). $F (1, 15) = 10.43, p = 0.01, (\eta^2_p = 0.41)$.

**Circular limb movement** Parallel to the Kick movement, we explored participants’ experiences of physical awkwardness and difficulty in copying the leg movement. Results from a repeated ANOVA indicated there was no difference in physical awkwardness across conditions (Limb-O: $M = 3.13, SD = 1.20$, video comparison: $M = 3.31, SD = 1.49$). $F (1, 15) = 0.19, p = 0.67$, but with a large effect ($\eta^2_p = 0.22$). Regarding the perceived difficulty level in the copying of motion, using video comparison was perceived as easier (Limb-O: $M = 3.75, SD = 1.39$, video comparison: $M = 4.75, SD = 1.48$). $F (1, 15) = 4.62, p = 0.05$, with a large effect, ($\eta^2_p = 0.24$).

**Across movements** First, "participants' interest in using the technology in the future" was assessed with three questions (e.g., "How interested would you be in using this technology if you were to practice some leg movements for playing sports?"). and the responses to these three questions were highly correlated with each other ($p = 0.015, r = 0.60$). Thus, an index was developed to indicate the participants’ general interest in using the technology for learning Lower Limb movement. No cross-technology effect was found ($p = 0.34$). Next, two questions explored participants’ general positive feelings associated with the technologies (e.g., "How much did you enjoy using this technology?"). Again, due to high correlation, ($r = 0.86, p < 0.00001$) we created an index for participants’ pleasant feelings associated with their technology use. A significant technology type effect was found ($Z = -2.08, p = 0.04$, with a large effect $r = 0.52$). Limb-O: $M = 5.34, SD = 1.35$, video comparison: $M = 4.31, SD = 1.53$). Participants reported more pleasant feelings when they used Limb-O over video comparison. Finally, we explored whether the participants' interest in using each technology for the future can be predicted by their pleasant feelings and their actual performance score. To explore this question concerning Limb-O, a multiple regression analysis was conducted with enter method: Interest in future use as a DV and Participants Leg Movement Performance Score and their Interest in Using the Limb-O as predictors. Note we report $R^2_{adj}$ due to our smaller N size for regression analysis. $R^2_{adj} = 0.328$, indicating the model explained approximately 33% of variability in the participants’ interest in using Limb-O. $F(1, 14) = 4.41, p = 0.037$. While participants’ pleasant feelings contributed to the model significantly, $b = 0.649, p = 0.025$, their actual score did not, $b = 0.004, p = 0.99$. Finally, the same model was tested for video comparison. $R^2_{adj} = 0.78$, the model explained approximately 80% of variability in the participants’ interest in using the video method, and it was significant $F(1, 14) = 13.65, p < 0.001$. While participants’ pleasant feelings contributed to the model significantly again, $b = 0.826, p < 0.001$, their actual score did not, $b = -0.227, p = 0.102$.

## 5 DISCUSSION

### 5.1 Discussion of Results

Overall, our study confirmed Limb-O's stronger efficacy as opposed to the video comparison method. This shows that Limb-O has great potential as a practice method, as the user is more likely to be practicing the motion similarly to how the ground truth was inputted. One issue with the qualitative comparison is that even with the prompt to perform the motions with Limb-O quickly and smoothly, a few participants got distracted by the orb collection aspect and attempted to slowly collect each object. Such distractions might be a shortcoming of our motion comparison method.

Users noted that perceived difficulty was higher when using Limb-O than when using the video comparison method for both of the tasks. Besides a lack of familiarity with the new technology, this is likely due to the fact that Limb-O is less forgiving of deviations from the ground truth data set, whereas with the video method, users wouldn't receive any feedback on such deviations. This leads to the feeling of perceived difficulty replicating the motion; while it may seem somewhat counter-intuitive, this perceived difficulty might have been a key to our positive outcome. In fact, for both tasks, the actual scores were higher when using Limb-O. The perceived challenge will lead to a user being more careful and deliberate with their motions, and learning the motion more accurately in the long run. In the open-ended questionnaire, many reported liking the fact that they could see concrete evidence of where they performed poorly, making the motions easier to learn even if actually performing the motion was more challenging.

Similarly, for the more challenging task (the soccer kick), users reported feeling more physical awkwardness using Limb-O than with the video comparison method. For the less challenging task (circular motion) this difference was not significant. This could be attributed to a similar reason as described above. Since the app is less forgiving, it is more likely to push a user to try harder to truly replicate the motion, even to the point of feeling slightly physically uncomfortable if that is what proper replication of the motion requires.

Users also reported more pleasant feelings when using Limb-O over the video comparison method. We found that the participants’ “interest in using this technology in the future” could be predicted based on these positive feelings. Since repeated use of such a technology is necessary for developing expertise, this bodes well for the gamification aspect built in to Limb-O. This could also imply an increased motivation for rehabilitation applications where often the tasks to complete are challenging and uncomfortable.
5.2 Limitations and Future Directions

One of our main concerns with the current implementation of Limb-O stems from the typical performance gap between an expert and a beginner. Performing a karate kick even remotely similar to a black belt may be unrealistic for the average user, and thus the feedback provided by the lack of orbs collected might have only little use in such cases. In a future versions we intend to implement motion interpolation between a user’s best attempt and the expert’s motion, based on the work done in [13] with InterPoser. This way we could provide an intermediate motion path for the beginner to replicate that is closer to the expert’s motion while still being a realistic goal.

In future iterations of this app, we would also like to explore being more concerned with the minutia of the movements - namely introducing a further velocity dependence, and also being more precise with orientation. In its current form, since orbs are only placed over the path that the model’s toe follows, there are multiple states that the leg could occupy to collect a given orb. Adding additional orbs to collect on the knee joint (and potentially the ankle joint) removes the ambiguity, although could lead to a cluttered-looking or confusing visualization. More exploration on visualization methods is necessary for something this specific. Another obvious extension is to add movements that include both legs.

Finally, we are interested in integrating Limb-O into a virtual or augmented reality interface. Instead of attempting to interpret three-dimensional data through changes in camera angle on a two-dimensional screen, the user would be able to exist in the same space as these orbs for a more immersive experience. It would be interesting to also test the psychological effects on learning when being immersed in the motion visualization. Studies on the level of experienced immersion in VR with controllable virtual legs are largely non-existent outside of using virtual legs to help treat phantom limb pain [1].

6 CONCLUSION

In this work we presented Limb-O, a real-time solution for lower-limb motion comparison and feedback. A user validation study was run and we found that Limb-O outperformed standard video comparison both quantitatively and qualitatively. Users reported feeling less confused during the learning process due to real-time feedback confirming when the motion was being replicated correctly. One user also reported that "it was fun achieving better scores after practicing again and again".

Our study showed that while users found motion replication with Limb-O to be more uncomfortable and physically awkward, they also replicated the motions more accurately. This shows that, like a real coach, Limb-O was able to push users past their point of comfort in order to better master the reference motions. Our results also showed that users had more fun using Limb-O and were thus more likely to use it again in the future over a video comparison method for learning, boding well for the idea of implementing gamification in a virtual coach app.

As technology continues to become more accessible, we anticipate virtual coaching applications like Limb-O increasing in popularity. With further research in this area we hope that one day they will be effective enough to replace the need for in-person lessons. Further development of such accessible and affordable learning applications have the potential to help overcome the unfortunate financial and social barriers to education faced by many people.
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