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Abstract 

We propose the concept of spatial analytic interfaces (SAIs) as a tool for performing 

in-situ, everyday analytic tasks. Mobile computing is now ubiquitous and provides access 

to information at nearly any time or place. However, current mobile interfaces do not easily 

enable the type of sophisticated analytic tasks that are now well-supported by desktop 

computers. Conversely, desktop computers, with large available screen space to view 

multiple data visualizations, are not always available at the ideal time and place for a 

particular task. Spatial user interfaces, leveraging state-of-the-art miniature and wearable 

technologies, can potentially provide intuitive computer interfaces to deal with the 

complexity needed to support everyday analytic tasks. These interfaces can be 

implemented with versatile form factors that provide mobility for doing such taskwork in-

situ, that is, at the ideal time and place. 

We explore the design of spatial analytic interfaces for in-situ analytic tasks, that 

leverage the benefits of an upcoming generation of light-weight, see-through, head-worn 

displays. We propose how such a platform can meet the five primary design requirements 

for personal visual analytics: mobility, integration, interpretation, multiple views and 

interactivity. We begin with a design framework for spatial analytic interfaces based on a 

survey of existing designs of spatial user interfaces. We then explore how to best meet these 

requirements through a series of design concepts, user studies and prototype 

implementations. Our result is a holistic exploration of the spatial analytic concept on a 

head-worn display platform. 



viii 

 

Table of Contents 

1 Introduction ............................................................................................................... 1 

1.1 Scenarios............................................................................................................ 6 

1.2 The Five Requirements for Supporting In-Situ Analytic Tasks ..................... 13 

1.3 Research Objectives and Overview ................................................................. 17 

1.4 Contributions ...................................................................................................20 

2 Design Framework................................................................................................... 22 

2.1 Background ...................................................................................................... 23 

2.2 Ethereal Planes Framework ............................................................................. 25 

2.3 Framework Applications ................................................................................. 36 

2.4 Framework Extensions .................................................................................... 45 

3 A Head-Worn Display Platform ............................................................................. 47 

3.1 Mixed Reality Platforms .................................................................................. 47 

3.2 Head-Worn Displays as a Platform for SAIs................................................... 51 

3.3 Ethereal Planes Metaphor ............................................................................... 57 

3.4 Conclusion........................................................................................................ 58 

4 Mobile Multi-Window Layouts ............................................................................. 60 

4.1 Related Work and Design factors .................................................................. 62 

4.2 User Studies .................................................................................................... 68 

4.3 Conclusion........................................................................................................ 91 

5 World-Integrated Window Layouts ....................................................................... 93 



ix 

 

5.1 Related Work .................................................................................................. 94 

5.2 The Personal Façade ....................................................................................... 98 

5.3 Implementation ............................................................................................. 100 

5.4 Study 5: World-Fixed Layouts ....................................................................... 109 

5.5 Discussion ....................................................................................................... 117 

5.6 Summary and Future Work ............................................................................ 118 

5.7 Conclusion...................................................................................................... 120 

6 Natural and Effective Interaction ..........................................................................122 

6.1 Related Work ................................................................................................. 126 

6.2 Dual-Tier Interaction ...................................................................................... 131 

6.3 Direct and Indirect Input Methods for SAIs ................................................ 139 

6.4 Implementation ............................................................................................. 142 

6.5 Implemented SAI Interactions ...................................................................... 144 

6.6 Conclusion and Future Work ........................................................................ 150 

7 Conclusions ............................................................................................................. 152 

7.1 Summary ......................................................................................................... 153 

7.2 Assumptions and Limitations ....................................................................... 158 

7.3 Some Areas Deserving Future Work ............................................................. 163 

7.4 A Final Word .................................................................................................. 168 

References .................................................................................................................... 169 

 



x 

 

  



xi 

 

List of Tables 

Table 1. Ethereal Planes Survey Overview 29 

Table 2. Ethereal Planes Design Framework Dimensions 30 

Table 3. Spatial Manipulation Breakdown 34 

Table 4. Spatial Composition Breakdown 35 

Table 5. Summary of HWD Opportunities 56 

Table 6. Personal Façade Related Work Overview 99 

Table 7. Constraint Weighting Schemas 107 

Table 8. Dual-Tier Interaction Examples 132 

Table 9. Advantages of Hand-Tracking and Ring Device Input 142 

 

  

  



xii 

 

List of Figures 

Figure 1. Task Spectrum 2 

Figure 2 Categories of Everyday Analytic Tasks 6 

Figure 3 Personal Analytics Task Scenarios 7 

Figure 4. Ambient Display Scenarios 10 

Figure 5. Industrial Application Scenarios. 12 

Figure 6. Thesis Overview 19 

Figure 7. Reference Frame Breakdown 33 

Figure 8. Ethereal Planes Design Categories 40 

Figure 9. Example Design #1: Filling Gaps 42 

Figure 10. Example Design #2: Tweaking Existing Designs 43 

Figure 11. Example Design #3: Combining Existing Designs 44 

Figure 12. Effects of Binocular Parallax on HWD View 66 

Figure 13. Personal Cockpit Study Images and Design Parameters 70 

Figure 14. Study 1 Results: Trial Time and Effort 73 

Figure 15. Study 2 Results: Pointing Error and Perceived Fatigue 76 

Figure 16. Study 3 Results: Trial Time and Pointing Error 79 

Figure 17. Study 3 Results: Perceived Fatigue 80 

Figure 18. Personal Cockpit Final Design 82 

Figure 19. Study 4 Analytic Task 83 

Figure 20. Study 4 Techniques 85 

Figure 21. Study 4 Results: Trial Time 86 

Figure 22. Study 4 Results: Perceived Fatigue and Technique Preference 87 

Figure 23. Personal Cockpit Interaction Scenarios 90 

Figure 24. Personal Façade Spatial Layouts 95 

Figure 25.  3D Saliency Map Generation 104 

Figure 26. Random Walk Algorithm 106 

Figure 27. Personal Façade Schema Comparison 108 

Figure 28. Detailed Schema Comparison 109 



xiii 

 

Figure 29. Study 5 Stimulus and Apparatus 111 

Figure 30. Study 5 Results: Task Time and Scene Occlusions 114 

Figure 31: HWD and Ring Device Apparatus 124 

Figure 32. Temporal Relationships of Hybrid Techniques 131 

Figure 33. Personal Façade Interactions 135 

Figure 34. Demonstrated Analytic Task 139 

Figure 35. Examples of Lightweight Interaction Apparatuses 140 

Figure 36: Ring Device Apparatus 143 

Figure 37. SAI Direct Manipulation 145 

Figure 38. SAI Implementation: Direct Manipulation 145 

Figure 39: SAI Coarse Selection 146 

Figure 40: SAI Fine Selection 147 

Figure 41. SAI Implementation: Direct Input Selection 147 

Figure 42. SAI Indirect Ring Input 149 

Figure 43. SAI Implementation: Indirect Ring Input 149 

Figure 44. Arc of Prototype Development 157 

 

  



Introduction 

1 

1 Introduction  

Personal computing devices are becoming smaller yet more powerful, allowing 

greater user mobility, increased capacity for collecting and storing personal data, and 

enhanced control for managing these data to benefit our everyday lives. A catalyst in this 

shift in computer usage is increased access to sensors and interfaces, which are becoming 

integrated with what we normally wear. As we have already witnessed computers moving 

from entire rooms to desktops to pocket-sized devices, we are now experiencing a 

continuing shift to wearable form factors such as smart watches and digital eyewear. This 

new generation of interactive information displays has great potential to enrich our lives. 

Unlike with current mobile technology, information from these devices can be ingested 

from a glance at the wrist or even a slight eye movement. Such always-available information 

access allows in-situ computing: access to situationally appropriate data at an ideal time 

and place. By providing wearable technology with suitable information-seeking interfaces 

we can make computing a natural and ‘invisible’ part of our daily activities. 

The complexity of mobile computing interfaces has so far been limited by the small 

available space for input and display. For example, some common tasks performed on 

mobile devices include consumption tasks such as reading or viewing videos, mobile 

communication tasks such as sending or receiving short messages, and organizational tasks 

such as keeping a list of contacts or setting reminders. As wearable device interfaces 

continue to shrink, current design solutions are trending further toward simplicity; new 

interface paradigms (e.g. Google Glass [73], Android Wear [5]) are designed to 
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Figure 1. Task Spectrum 
The nature of computer-assisted tasks varies widely from short-term, simple tasks 
carried out by mobile or wearable device users to intensive, analytic tasks carried 
out by teams of domain experts. We propose Spatial Analytic Interfaces (SAIs) for 
supporting everyday analytic tasks, which reside between the extremes on this 
spectrum.  

support micro-interactions, short bursts of activity that avoid impinging on one’s day-to-

day activities by minimizing task duration.  

In contrast to these current trends, we are interested in designing interfaces that 

support everyday analytic tasks (Figure 1). Properties of such tasks include the requirement 

for concerted thought, the integration of information from multiple sources, and the 

application of human sensemaking abilities (Figure 3). Typical examples of everyday 

analytic tasks include balancing a cheque book, planning a vacation itinerary, or 

conducting a price search for the best available deal on a particular item. Such tasks are 

commonly carried out with the assistance of computers, yet are not necessarily well 

supported by today’s mobile device interfaces.  

To design interfaces that support analytic tasks, we can draw from the field of visual 

analytics. Visual analytics is devoted to developing tools that help users gain insights 

through deep exploration of multiple interlinked visualizations of diverse data sets. 

Although originally aimed at supporting domain experts with intensive analysis, for 
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instance of biomedical data [192] or military intelligence reports [191], visual analytic 

methods have been recently adopted for analysis of an increasing wealth of everyday 

personal information [100,168]. For example, sensors in people’s homes track energy 

consumption and resource usage patterns; mobile computers such as smartphones and 

embedded automobile software continuously track owners’ everyday movements; and 

wearable accessories are popular for tracking personal health and fitness data. This trend 

of ubiquitous data collection presents a growing need for tools to comprehend and digest 

the patterns of importance and to provide actionable results [53]. 

The benefits to be realized from an increasing prevalence of mobile and wearable 

technology are then twofold: While these devices allow the routine collection of useful 

activity data, they also provide an opportunity to facilitate in-situ data analysis. 

Homeowners concerned with minimizing their energy consumption, for instance, might 

be better able to make informed choices if appropriate information is available at the time 

when they are choosing how to consume resources or energy (e.g. turning up a thermostat). 

Similarly, if people are able to consult their banking history through a mobile app, they 

may make use of this information directly before making significant purchases. The mobile 

component is essential to in-situ computing, since waiting to view data at home on a 

personal computer results in the situational context becoming lost. However, viewing data 

on the small screen of a personal mobile device may be prohibitively cumbersome, and 

lacks the potential for gaining insight by controlling multiple, coordinated views of the 

data [191].  
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One promising approach to provide mobile interfaces for in-situ use, with advanced 

features to support analysis and sensemaking, is the application of spatial user interfaces. 

Spatial user interfaces leverage benefits such as spatial memory and proprioception to map 

information to physical space and have been shown to improve performance on some 

analytic tasks [56]. For instance, arranging multiple visualizations side-by-side can allow 

for faster and easier comparison than navigating between multiple components on a single 

abstract interface; the user can easily switch views using physical head or body motion and 

apply spatial memory to recall the location of important items, making for an efficient and 

intuitive experience. Several research studies have shown examples where interfaces that 

leverage motion in space over large displays [126,186], multiple displays [21,190] or through 

virtual navigation [38,121] can provide more efficient navigation or improved 

understanding of complex tasks. 

We propose the concept of Spatial Analytic Interfaces (SAIs) as a solution for everyday 

data-monitoring and decision-making based on in-situ analysis. SAIs leverage the benefits 

of spatial user interfaces for completing in-situ, analytic tasks (Figure 3). The concept of 

SAIs is platform-agnostic, however we focus on head-worn display (HWD) technology as a 

particularly appropriate platform for meeting the requirements for supporting in-situ 

analytic taskwork. Such digital eyewear is currently available in lightweight form factors at 

an affordable cost for general consumers and the technology is rapidly advancing. HWDs 

are becoming equipped with depth cameras and inertial sensors that allow tracking of 

hand, fingertip and body motion (e.g. Meta, Microsoft HoloLens). These features will 

facilitate intuitive spatial interaction, for instance the ability to switch between spatially 
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situated displays by turning one’s head [192]. With robust spatial tracking, these devices 

essentially provide unlimited ‘display’ space; multiple information visualizations can be 

integrated directly into the appropriate home, work or mobile environment. Furthermore, 

virtual displays rendered by these wearable systems can be situated where they are most 

convenient for a given context, for instance on the kitchen counter or backsplash for 

monitoring home energy consumption, or in a hemispherical formation around the user’s 

body in mobile situations such as shopping or jogging. This spatial paradigm can also 

support advanced techniques not possible with standard desktop displays; for example, 

visual links can span physical space to connect data across multiple displays or guide users 

to information that is not currently in their focus of attention [220]. 

The goal of this thesis is to introduce the concept of SAIs and examine the benefits 

this concept provides over current mobile interfaces. We define the requirements and 

challenges in implementing SAIs and undertake a broad exploration of design for such 

interfaces that address these requirements and challenges. We argue that spatial interfaces 

implemented on wearable platforms are capable of overcoming the limitations of current 

mobile technologies to provide computing tools for in-situ, analytic tasks.  

We begin with a set of simple scenarios that demonstrate the benefits of spatial 

interfaces for in-situ analytic tasks, and then provide a set of requirements for a system that 

supports such tasks. Next, we conduct a survey of state-of-the-art spatial user interfaces, 

and make an informed choice to explore HWDs as a particular display and interaction 

platform for spatial analytics. Combined with compact input sensors such as depth cameras 

and inertial motion units, these wearable displays can support interactive interfaces that 
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provide constant and convenient access to personal data. The remainder of the thesis 

follows a formal design process, exploring in depth how each of the fundamental 

requirements can be met through the design of a spatial HWD interface.  

1.1 Scenarios 

To demonstrate the breadth of potential opportunities for SAI, we discuss a number 

of scenarios where data visualizations presented on HWDs can be of potential value for in-

situ analytic tasks. Within the scope of everyday analytic tasks, we discuss three specific 

categories, distributed across a range of the task spectrum (Figure 2): First, we discuss 

personal analytic tasks, which rest at the centre of this region of the spectrum. Next, we 

give some examples of ambient information displays that use SAI principles. Finally, we 

discuss how SAIs can be applied to more intensive analytic tasks for in-situ industrial 

applications. 

 

Figure 2 Categories of Everyday Analytic Tasks 
Everyday analytic tasks include a range of activities, from gleaning information from 
ambient displays, to analysing personal data, to more intensive in-situ industrial 
applications. 
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Personal Analytic Task Scenarios 

First we visit Ellie on her morning run (Figure 3a). Following her along are a pair of 

virtual display windows. The display to her left shows her step count, heart rate and 

estimated calories burned. The other, on her right, contains a map showing her current 

location and her predicted route, based on logs from previous runs. Neither window 

occludes her forward view; she periodically consults them by turning her head slightly to 

her left or right. Ellie pauses for a short break on a hilltop to drink some water and examine 

her progress. With a hand gesture, she makes the map window larger and places it at a  

 

Figure 3 Personal Analytics Task Scenarios 
At the center of the scope of everyday analytic tasks on the task spectrum (Figure 2) 
are personal analytic tasks. These tasks involve the in-situ exploration of personal 
data, such as examining the progress of a workout during a break (a), or reviewing 
one’s expenses during a shopping excursion (b). 
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sloped angle at about waist level. At eye level, Ellie opens a new window showing a 

visualization of her heart rate, a graph with several different coloured lines representing 

the collected from pulse readings on her wrist band, with one line for each of the past few 

days. Sure enough, each of the lines has a peak at approximately the same time. Ellie ‘taps’ 

one of these peaks on the floating virtual display and then makes a gesture toward the map. 

A virtual link appears, connecting the high point on the graph to a spot on the marked path 

on the map. As suspected, the peak in the heart rate coincides with the location of a hill on 

Ellie’s route. 

This scenario exemplifies the type of task we envision SAI being useful. Foremost, it 

involves a typical problem that many people may encounter on a daily basis, in this case, 

analysing training data. The task is performed in-situ – during Ellie’s workout – rather than 

later at home. Also, the task has analytic component, involving the exploration of data and 

linking of data points across multiple views. While this task can potentially be 

accomplished using a smartphone, we propose that a spatial interface will provide better 

support for switching between views, and potentially lead to a better understanding of the 

data and a more satisfying user experience. 

This is but one of many example of everyday situations where SAIs may be used to 

assist in-situ analysis of personal data. As a second example, imagine a shopping excursion 

(Figure 3b), where Marcus, our imagined shopper, locates a tempting deal on a pair of ice 

skates. Rather than wait until he gets home to check his expenses, Markus pulls a stylus 

from his pocket and appropriates a nearby wall as a temporary workspace. With a few 

virtual strokes, he opens a spreadsheet and a pile of virtual bills. He spreads these on the 
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surrounding wall space, where virtual links connect each bill to its corresponding line on 

the spreadsheet. Marcus is not concerned about the privacy of his information as the items 

are visible only to only him through his HWD. 

This example shows the potential utility of SAIs for everyday tasks that we may not 

imagine as practical for in-situ performance. Making use of available space during in-situ 

experiences may support tasks that are too cumbersome to conduct on current mobile 

platforms, such as smartphones, and SAIs may potentially broaden the scope of in-situ 

computing activities to include those that are typically confined to desktops in home or 

office environments. This example also shows how HWD technologies, such as spatial 

sensors and see-thorough displays might be used to provide meta-information such as 

interspatial links, to take advantage of surrounding surfaces, and to handle concerns about 

information privacy. 

Ambient Information Display Scenarios 

To the left of personal analytic tasks on the task spectrum (Figure 2) are less intensive 

tasks that involve ambient information displays. These tasks are closer in nature to micro-

interactions than the personal analytic task scenarios given above since they demand less 

attention. However, such monitoring or awareness tasks may nonetheless include an 

analytic component, where people make use of information visualizations to support in-

situ decision making [100].  

For instance, ambient information visualizations can be used to provide awareness of 

resource consumption in the home. Maintaining awareness is an important aspect of 
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changing our behaviour, and making this information available through ambient displays 

can help to build and maintain this awareness [17]. Researchers have previously explored 

such ambient visualizations projected onto the wall of a shower stall [107] or kitchen 

backsplash [17], to provide relevant information about water or energy consumption. 

 As HWD technology continues to approach the form factor of current eyewear, these 

devices will become a convenient platform for the display of ambient information. As the 

HWD platform may be always worn, it is practical for in-situ use. For example, relevant 

information about resource consumption can be provided while adjusting the temperature 

of a room (Figure 4a), or while running water to do the dishes (Figure 4b), without the 

need to install projection equipment in each room. While these information displays need  

 

Figure 4. Ambient Display Scenarios 
SAIs can take the form of ambient information displays that support in-situ decision 
making. For instance, awareness about energy consumption can be provided while 
adjusting the temperature of a room (a) or while running water to do the dishes (b). 



Introduction 

11 

be only glanced at occasionally, they can also provide opportunities for engaging in more 

intensive analytic tasks. For instance, if a home owner notices a spike in energy use while 

adjusting the heat, she may explore further to determine the average daily consumption of 

each room. Similarly, after doing a batch of dishes by hand, one may inquire whether less 

water was used than with a similar batch previously put in the dishwasher. These 

explorations of the available data may support decisions about how to improve future 

behaviours to meet target goals. 

Industrial Application Scenarios 

SAIs may also support industrial applications that are more analytically intensive 

than personal information visualization, occupying a space further to the right on the task 

spectrum (Figure 2). A spatial display layout viewed on a HWD platform would be 

particularly practical in situations where the hands are occupied, for instance for a medical 

practitioner who must keep her hands sterile (Figure 5a). During surgery, multiple displays 

can provide important information such as data from recent MRI or CT scans, and current 

vital signs. Tracking sensors embedded in the HWD allow the practitioner to manipulate 

these displays using mid-air gestures, without the need to touch any surface. 

SAIs can also benefit mobile workers, for instance while carrying out inspection and 

maintenance activities in a large factory or processing plant (Figure 5b). Such tasks may 

benefit from available information about recent maintenance schedules or current status, 

such as sensor readings of flow and pressure in a factory pipeline. SAIs allow this 
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Figure 5. Industrial Application Scenarios.  
SAIs can support intensive analytic tasks for industrial applications. For instance, a 
SAI can provide needed information for a surgeon (a), who can manipulate the 
spatial layout using mid-air gestures, without the need to touch a device surface. 
Information can also be distributed around a job site to provide important data in-
situ to a mobile worker (b). 

information to be provided in-situ, in essence taking the required information from the 

main control room and distributing it where needed as the worker moves around the job 

site. Information can be laid out across the physical equipment to support analytic 

sensemaking while on the go. 

The above examples explore some opportunities that can be provided by SAIs on near-

future HWDs. All illustrate typical, everyday activities that rely on analytic processes. This 

dissertation shows how our lives can be enriched by increasing the availability of 

information and the convenience of access using the in-situ visual analytic tools of an 

HWD, and by integrating these tools in our daily tasks. 
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1.2 The Five Requirements for Supporting In-Situ Analytic Tasks 

To begin our discussion on what SAIs have to offer to the everyday user, we pose the 

following question: As mobile and wearable technologies become an integral part of our 

everyday lives, what are the design requirements for an ideal platform to facilitate in-situ data 

analysis? In response to this question, we propose a list of requirements, derived from 

several sources, including our own experience designing interactive systems; inspiration 

from the above scenarios; and, existing literature surveys on visual analytics. Among the 

latter seminal works are an exploration of interaction in visual analytic systems from Yi et 

al. [231], and an early look at adapting information visualization for everyday use by 

Pousman et al. [168]. More recently, a survey by Huang et al. [100] distils a general 

taxonomy for the design space of Personal Visual Analytics. From these and other relevant 

works we define a set of requirements specific to in-situ visual analytic tasks. This list 

contains five primary requirements: Mobility, Integration, Interpretation, Multiple Views 

and Interactivity. In the following descriptions of these items, we demonstrate how each 

builds upon the previous core concept. 

Mobility 

One implication of mobile devices is their ability to implicitly collect sensor data and 

infer activities of the user. This opportunity has been recently exploited by industry with 

the introduction of numerous tracking devices and has resulted in the recent ‘quantified 

self’ movement — the collection and analysis of one’s own personal data — aimed at 

making use of this data [100], for example to benefit users’ health. However, the activities 
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of data collection and analysis are primarily conducted separately, for instance by periodic 

recommendations (e.g. a reminder to stand up every 30 minutes) or by more intensive 

analysis supported by desktop tools. In contrast, we posit that supporting in-situ analysis 

— allowing users to analyse data directly in the situations where they are applied — will 

help users gain the most benefit from their data. Based on their in-depth survey, Huang et 

al. [100] suggest that incorporating analysis tasks into users’ daily activities can help 

encourage adoption of analysis tools. For instance, presenting data about commuting 

habits at the time of the activity [69] can help users make informed choices.  Likewise, if a 

jogger (Figure 3a) wishes to track her heart rate and estimated calories burned for training 

purposes, she may benefit from the ability to monitor these data during a run. This would 

allow her to alter her physical activity levels immediately, in contrast to comparing daily 

records at home on a desktop computer. In many instances such access requires the 

analysis tools to be mobile and usable is a range of potential situations. 

Integration 

In addition to being embedded in mobile or wearable devices, sensors that collect 

data about our daily activities can be embedded in places frequented by users, such as 

homes and offices. Likewise, many potential scenarios for using analytic tools can be done 

in-situ in these environments. Similarly, another method proposed by Huang et al.  [100] 

for encouraging user adoption of analytic tools is to integrate visualizations into the 

environment. By integrating visualizations into the surrounding environment, the 

visualizations become readily available to the user while interfering minimally with their 
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task. For instance, a reminder about the costs of excess water consumption (Figure 4b) is 

most actionable if available when and where the water is being used, say on a vanity mirror 

to inform a homeowner about the cost of leaving the water running while shaving. 

Interpretation 

Whether in-situ analysis is conducted in a stationary or mobile context, the adoption 

of analytic tools will depend on their ease of use. Pousman et al. [168] made several 

recommendations for adopting visual analytic techniques to everyday situations. They 

suggest that visualizations should provide the most immediately relevant information, 

should present data in a form that is intuitive or easy to learn, and should be aesthetically 

pleasing to encourage contemplation. In relation to the above criteria, i.e. in the case of 

mobile scenarios or in those were visualizations are integrated into the environment, we 

add that the format of a particular visualization should be adapted to the given context; for 

example, information consumed in a mobile context should be highly simplified, while that 

integrated into a home appliance should fit both the physical form and use case of the 

appliance. 

Multiple Views 

In some contexts, sensemaking can be assisted by distributing data into multiple 

visualizations. For example, multiple data views are useful for making side-by-side 

comparisons, or for viewing an overview and a detailed view simultaneously [192].  

Baldonado et al. [15] propose that the cognitive overhead of interpreting a single complex 
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visualization can be reduced by dividing the same information into multiple simpler views 

that can be observed in parallel. Each set of multiple views may contain only a subset of 

components from the full data set, however analysts can form mental links by switching 

their attention among them. As a caveat, browsing information across multiple views may 

incur additional costs such as greater required display space, increased memory load and 

effort for context-switching [15]. However, visual analytic research indicates there are cases 

when the benefits outweigh the costs [191]. 

Interactivity 

Although actionable choices can sometimes be presented with a well-timed summary 

(e.g. the efficiency of a particular thermostat setting), many analytic tasks require a human 

decision-making component. The importance of interaction has been strongly highlighted 

in the visual analytics community. For example, two extensive surveys on interactive 

information visualization, one by Heer and Shneiderman [89] and another by Yi et al. [212] 

describe how interactions such as item selection, exploration of different representations, 

data filtering, and navigating through various levels of abstraction are essential to 

sensemaking in visual analytics. Although personal information visualization occupies a 

smaller scope than intensive domain expert analytic tasks, Huang et al. [100] note that 

human input can help to overcome the limitations of using automated data-mining 

techniques to identify patterns. Further, these operations should be coordinated across 

multiple views. For instance, using a technique known as brushing [231] causes a selection 

made in one view to be reflected through visual feedback (e.g. highlights) across related 
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items on all views. Likewise, navigation such as zooming or filtering that selects a subset of 

data in one view can be made to concurrently filter the subsets of other views. For example, 

an examination of personal finances (Figure 3b), can be assisted by several automated 

processes (e.g. sorting, filtering, finding sums), but ultimately requires a user ‘in the loop’ 

to understand the data and make decisions.  

1.3 Research Objectives and Overview 

The primary research objective of this thesis is as follows: 

 

Investigate the primary design aspects of spatial interfaces that fulfill the major design 

requirements to support in-situ, analytic tasks on future wearable computing devices. 

 

This primary objective follows from the list of requirements posed above, each of 

which builds toward the final goal, aimed at proposing SAI as a viable platform for 

everyday, in-situ, analytic tasks. The path from this objective to the goal begins by 

establishing a grounded basis in the literature of existing spatial interfaces and affirms the 

chosen platform on which to base the work. From there, we investigate in depth each of 

the five requirements to guide the design of the corresponding system components. The 

steps along this path (outlined in Figure 6) are as follows: 

a) We conduct a thorough literature review of spatial interface designs that involve 2D 

analytic workspaces. From this review, we discover strategies employed by spatial 
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interfaces to support analytic tasks. To guide the following steps, we develop a design 

framework for categorizing these designs and aiding exploration of new designs.  

b) From a variety of potential technologies, we make an informed choice of see-through 

HWDs as a suitable basis for our design exploration of SAIs. We develop a few 

scenarios depicting how this platform can support in-situ analytic tasks. 

c) We explore an interface that supports the mobility and multiple views requirements 

for SAIs, and investigate the potential of this spatial interface for interactivity. Within 

the important perspective dimension of our design framework (see Chapter 2), we 

explore the design of a virtual window manager using an egocentric (body-centric) 

arrangement of information visualizations. Through a series of user studies, we 

explore the ideal arrangement of windows and confirm that switching between these 

windows using spatial navigation (head motion) is effective despite the field-of-view 

(FoV) limitations of a HWD. 

d) Next we explore integration of displays into built environments. Balancing the 

perspective dimension against the previous step, we explore exocentric (world-fixed) 

layouts of virtual windows, embedded into surfaces in the surrounding environment. 

Our layout manager avoids occluding important objects with the integrated windows. 

In further support of the mobility requirement, the layout manager handles 

transitions between body-fixed and world-fixed versions of window layouts; relative 

positions of windows are kept as consistent as possible to preserve layout familiarity 

across different environments.  

e) Within the window layouts described above, we explore interactivity on two 

important levels: 1) for manipulation of the window layouts to best support analytic 
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Figure 6. Thesis Overview 
An overview of the research path followed in this dissertation, from the initial 
requirements to the final goal of proposing SAIs as a solution for in-situ, personal 
visual analytics. Each step along this path leads into to the next, with the complete 
path encompassing all of the initial requirements in a holistic exploration of SAIs. 
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tasks, and 2) for precise interaction with the visual analytic contents of windows. 

We design several novel interactive methods and interaction techniques, guided by 

dimensions of our framework. A secondary goal of this and the above sections is to 

create interface designs that support interpretation of the visual contents on the 

HWD platform for non-expert users. 

1.4 Contributions 

This thesis makes several contributions to the research community, as follows: 

1) Introduce and define the concept of SAIs. SAIs leverage the advantages of spatial user 

interfaces, such as their support for proprioception and spatial memory, and apply 

them to the in-situ engagement in visual analytic tasks. We outline a set of 

requirements for such interfaces to improve over current technologies for in-situ 

analytic tasks. 

2) Introduce a design space for SAIs based on a systematic literature review of designs 

that employ variations of 2D analytic workspaces in 3D spatial user interfaces. We 

encapsulate the recurring themes of these works in seven design dimensions and 

further categorize the designs into five common patterns. 

3) Compare several platform options and describe how HWDs are well-suited to the 

requirements for in-situ visual analytics. We explore potential designs for this 

platform through several scenarios. We further develop the SAI concepts presented 

in these scenarios through a number of user studies, design explorations and 

implementations of several example interfaces on a HWD platform.  
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4) Explore in detail a breadth of human factors related to efficient information access on 

HWDs with a limited FoV. This investigation informs the design of a body-fixed, multi-

window layout. We show empirically that this design is more efficient for switching 

views in an analytic task than two baseline view-fixed interfaces, based on currently 

available interface techniques. 

5) Design an interface capable of integrating a multi-window layout into surfaces in the 

surrounding environment while minimizing interference with important objects in 

the scene. We further design this interface to keep the relative layouts consistent 

across environments to preserve user familiarity. 

6) Design an interface that demonstrates effective dual-tier interaction for visual 

analytic tasks. We construct a prototype implementation that combines direct input 

from a hand-tracking camera and indirect input from a wearable ring device. Using 

this prototype, we demonstrate how this combination of input methods can be used 

to support a variety of interaction techniques for controlling both window layouts and 

their contained content, with seamless integration of these two layers in a single 

interface.  
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2 Design Framework 

We propose that a new generation of spatial user interfaces can potentially overcome 

many of the limitations of current mobile technologies to provide suitable platforms for in-

situ, analytic tasks. To learn the full range of benefits offered by spatial user interfaces, we 

conduct a systematic literature review of designs that use spatial interfaces. Although many 

spatial interfaces by nature use the three available dimensions of space, we specifically 

examine designs that use planar (2D) interfaces, since these are suitable for the display of 

visualizations for analytic tasks; many of the common and familiar information 

visualizations we use are primarily in 2D, whereas 3D visualizations are generally 

recommended only for specific purposes, such as visualizing spatio-temporal data. We call 

this design framework Ethereal Planes. We choose this name because, in many of the 

designs we find in the literature, the 2D surfaces of a user interface need not be restricted 

to the confines of a physical display. In many cases, designers superimpose these onto 

existing surfaces, including objects in the built environment or even onto surfaces of the 

human body. In some cases, they are situated in free space. This versatility and detachment 

from the computational objects that produce them provide these interactive planes with 

an ‘ethereal’ quality. 

 Ethereal Planes employs the concept of information spaces [65] in assisting the 

design of advanced and productive interfaces. Information spaces support intuitive 

computing interaction by mapping information to real world space, allowing us to look 
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beyond the boundaries of the computing device and perceive information where it belongs: 

in the surrounding environment. 

From our systematic literature review, we encapsulate the recurring design themes 

into seven design dimensions: perspective, movability, proximity, input mode, tangibility, 

visibility and discretization. By analysing common design choices from existing 

implementations we identify five common design categorizations: peephole, floating, off-

screen, on-body, and palette. Further, we discuss several analysis techniques (e.g. tweaking, 

combining) that can help inspire new designs. 

2.1 Background 

Our goal in defining Ethereal Planes is to support the design of user interfaces for 

emerging technologies. However, we look beyond the individual technical challenges of 

these novel technologies towards a framework to encourage the development of everyday 

user interfaces for everyday applications. We encourage new and useful designs by 

providing a unifying foundation for the description and categorization of tools needed for 

manipulating spatially-distributed information. In this section we introduce the concepts 

of design frameworks and mixed-reality technologies.  

Design Frameworks 

Design frameworks are conceptual tools created to help designers conceptualize the 

nuances of particular technologies and formalize the creative process. Design frameworks 

have an established history in interface design, and have shown their value in providing 
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terminology to categorize ideas [170] and organize complex concepts into logical 

hierarchies [163]. Design frameworks often accompany either the introduction of a 

previously unexplored concept (e.g. Graspable User Interface [65]) or the exploration of 

existing work in a new light (e.g. Ambient Information Systems [167], Availability Sharing 

Systems [93], and Ephemeral User Interfaces [51]).  

Several frameworks related to spatial and mixed reality interactions have previously 

been developed for immersive virtual environments. For example, Bowman and 

Hodges [31] describe a framework outlining techniques for virtual navigation. Poupyrev et 

al. [166] present a taxonomy of virtual object manipulation techniques. Mine et al. [144] 

introduce a framework to leverage proprioception to assist interaction with virtual objects. 

Also, a well-known survey by Hinckley et al. [94] discusses many general issues relevant to 

spatial user interaction. In contrast to these previous frameworks, Ethereal Planes 

specifically addresses interface design for 2D, mixed reality information spaces and draws 

from work developed for a wide variety of mixed reality platforms.  

In creating Ethereal Planes we used techniques also applied to HWD interface design 

by Robinett [180] and similar to those formalized in Zwicky’s General Morphological 

Analysis [207]. This method treats a set of defined taxonomical terms as a set of orthogonal 

dimensions in a geometric design space. The resulting theoretical matrix provides a 

structure for objective classification and comparison. The methodical filling-in of this 

structure helps to categorize existing concepts, differentiate ideas, and identify unexplored 

terrain. This thesis follows three basic steps in the development and usage of our design 

framework: 
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1. Review of existing designs to distil a set of characteristic dimensions 

2. Categorization of existing designs among these dimensions to identify both gaps 

and common usages 

3. Generation of new designs through an analytic process of combining and altering 

design choices  

Along these steps, our Ethereal Planes framework fulfils several purposes:  The 

distillation from existing literature of a set of general but widely-encompassing design 

dimensions provides a taxonomy for designers, researchers, teachers and students to 

express their creations. The dimensional organization also helps the understanding of 

existing designs by providing a means to categorize them; by contrasting and comparing 

these, designers gain insight into general patterns and identify gaps in the dimensional 

framework where designs do not yet exist. Designers can then use this information to assist 

with the creation of new designs, either by applying the strengths of existing patterns to 

the correct contexts or thorough experimentation, by altering one or more dimension and 

then imagining the resulting implications. 

2.2 Ethereal Planes Framework 

The foundation of our Ethereal Planes design framework is an organizational 

taxonomy for classifying designs that incorporate virtual 2D workspaces.  
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Research Method 

The taxonomy was the product of an extensive review of literature related to 

information spaces, and spatial interaction. Within this body of work, we found a subset of 

designs that embody the concept of Ethereal Planes. We began with a thorough archive 

search for papers exploring spatial user interfaces that occupy real world space, extending 

or existing fully beyond the limits of a conventional display screen. We focused on designs 

involving planar information spaces thus excluded designs that do not explicitly discuss 2D 

workspaces, for example those that involve navigating 3D workspaces through a 2D display. 

We also excluded papers that do not introduce distinct differences from previous designs, 

for example the use of an existing design in a new context or focus on the technology for 

implementing a known design. As a starting point for our search, we manually sifted 

through the previous 5 years’ proceedings of CHI, UIST, ISWC and VRST, in which we 

expected to find the most recent and novel works of interest. We also conducted a tree 

search of references and citations from each of the initial papers we identified and of 

seminal papers on spatial interaction frameworks (e.g. [31,94,144,166]), which led to the 

inclusion of a variety of works from other sources. The final list, containing 34 papers, is 

not intended to be exhaustive, however represents a diverse selection of designs from 

which we draw. A complete list of all 34 designs in our survey, along with their dimensional 

classifications, may be found in Table 1. 

From the papers in our literature review, we distilled a set of design dimensions using 

a bottom up approach resembling open coding. We began with 18 candidate dimensions 

that fit the concepts found in the reviewed literature, then iteratively reduced these into a 
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set small enough to manage in a concise framework, yet containing enough dimensions to 

provide utility. We eliminated dimensions, for example, that expressed concepts that we 

deemed relatively insubstantial (e.g. fidelity), that were later incorporated into other 

dimensions (e.g. spatial reference frame) or that were substantial enough that treatment in 

our current framework would be superficial (e.g. co-located collaboration). Several 

important concepts that deserve further consideration are listed in a later section 

(Framework Extensions). This process resulted in seven design dimensions, listed in Table 

2. We further organized the dimensions into three groups based on the strongest 

dependencies between them. This grouping is used to organize several resulting design 

recommendations.  

Design Space Dimensions  

Perspective denotes the conceptual viewpoint of the observer.  To delineate this 

dimension, we borrow the terminology of egocentric and exocentric reference frames, used 

in early virtual reality (VR) literature and later included in a taxonomy for virtual object 

manipulation by Poupyrev et al. [166]. With the exocentric perspective, the viewer is an 

outside observer, whereas the egocentric perspective is immersive. These terms correspond 

to the sub-divisions of world- and body-based coordinate systems used in other 

taxonomies, such as that of Cockburn et al. [45]. Feiner et al. [63] expanded these to three 

possible reference frames for virtual windows, view-fixed, surround-fixed or object-fixed. 

Billinghurst [22] similarly refers to head-, body- or world-stabilized information displays. 

Hinckley et al. [94] use the terms relative and absolute gesture to denote motions in body- 
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and world-centric space, respectively. In our framework, egocentric reference frames 

denote ‘first person’ (body-centric) reference points, such as the head or body, whereas 

exocentric frames are set relative to any object or other real-world (world-fixed) reference 

point. 

Movability denotes whether workspaces are movable or fixed with respect to a given 

frame of reference. Fixed workspaces are indefinitely locked in place to their respective 

coordinate systems. Movable ones can be relocated in relation to their egocentric or 

exocentric reference point. In most contexts, we consider a hand-fixed information space 

as movable because it can be moved to different coordinate points within the reference 

fame, whether body- or world-centric. A mobile device display, for example, can be often 

relocated with respect to the user’s head or body, thus does not usually qualify as fixed. 

Proximity describes the distance relationship between an information space and its 

user. We use a set of regions drawn from neuropsychology [52,98] also used by Chen et 

al. [42]: on-body (coincides with pericutaneous space, on the body surface), near 

(peripersonal space, within arm’s reach) and far (extrapersonal space, beyond arm’s reach). 

The majority of implementations we examined involve interaction within arm’s reach, 

often by direct input (e.g. [36]) or with a handheld device (e.g. [226]). Some systems allow 

interaction with distant objects, particularly those for immersive virtual worlds or for 

outdoor use (e.g. Augmented Viewport [96]). Other researchers have explored the human 

body as an interface (e.g. [86]). 
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Touch Projector [27]  •  • • •  •  •  •   •  
Dynam. Def. Info. Spaces [36]  •  •  •  •  •  •   •  
mSpaces [38]  •  •  •  •  •  •   • • 
Chameleon [66]  •  •  •  •  •  •   • • 
Bonfire [105]  •  •  •  •  •  •   •  
X-Large Virtual Workspaces [109]  •  •  •  •  •  •   •  
Pass-Them-Around [128]  •  •  •  •  •  •   •  
Augmented Surfaces [177]  •  •  •  •  •  •   •  
PenLight [188]  • • •  •  •  •  •   •  
MouseLight [189]  • • •  •  •  •  •   •  
PlayAnywhere [225]  •  •  •  •  •  •   •  
Lightspace [226]  •  •  • • •  •  •   • • 
Peephole Displays [230]  •  •  •  •  •  •   •  

Fl
oa
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ng

 

Friction Surfaces [6]  •  •  •   •  • •   •  
Wearable Conference Space [22]  •  •  •   •  • •   •  
Touching the Void [40]  •  •  •  •    • •   •  
Hybrid int. in VEs [82]  •  •  •   •  • •   •  
Windows on the World [63] • • • •  •   •  • •   •  
Augmented Viewport [96]  •  • •    •  • •   •  

O
ff-

Sc
re

en
 Portico [12]  • •   •   • •  •   •  

SideSight [34]  • •   •   • •  •   •  
Off-screen Pan and Zoom [104]  • •   •   •  • •   •  

O
n-

bo
dy

 

Chen et al. [42] • • • •   • •  •   •  • • 
Imaginary Phone [78] •  •    • •  •   •   • 
OmniTouch [84] •  •   • • •  •   •  • • 
Skinput [86] •  •    • •  •   •   • 

Pa
le

tt
e 

de Haan et al. [83] •  •   •  •  •  •   •  
Lindeman et al. [124] •  •   •  •  •  •   •  
Transparent Props [183] •  •   •  •  •  •   •  
Personal Interaction Panel [199] •  •   •  •  •  •   •  

 Virtual Shelves [121] •   • •    •  •   •  • 
 Imaginary Interfaces [77] •  •   •  •   •   • •  
 AD-Binning [87] •  •   •  •  • •   •  • 
 Piles Across Space [221] •  •   •   •  •   •  • 

Table 1. Ethereal Planes Survey Overview 
We included 34 designs in our survey for Ethereal Planes. From these we parsed 
seven design dimensions, organized into three related groups.  Projecting the 
dimensions back onto the designs reveals five categories. Designs that do not cleanly 
fit their defined categories are highlighted in yellow. Some additional example 
designs that do not cleanly fit a category are shown in the bottom four rows. 
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Input mode falls coarsely into two camps, indirect and direct. Indirect input includes 

cursors, ray-casting and variations of these methods. Direct input includes input using 

direct touch by hand, fingertip or stylus as well as virtual ‘touch’ with intangible surfaces 

(e.g. [40,78]). 

Tangibility defines whether an information space is mapped to a surface that can be 

touched. Our frame work classifies implementations as either tangible or intangible. 

Tangible interfaces often leverage surfaces in the nearby environment, such as a wall 

(e.g. [36]) or device screen (e.g. [226]) and benefit from haptic feedback. Intangible designs 

typically make use of ‘in-air’ gestures (e.g. [77]) for user input. 

Group Dimension Values 

Reference Frame 
Perspective egocentric exocentric 

Movability movable fixed 

Spatial 
Manipulation 

Proximity far near on-body 

Input mode direct indirect 

Tangibility tangible intangible 

Spatial 
Composition 

Visibility high intermediate low 

Discretization continuous discrete 

Table 2. Ethereal Planes Design Framework Dimensions 
From our literature review, we define a design framework with seven dimensions, 
organized into three groups defined by inter-dependencies of the related 
dimensions. We assign each dimension a discrete set of values, although in some 
cases the range of potential values may be continuous in practice. 



Design Framework 

31 

Visibility describes the amount of visual representation available in an interface and 

also determines the degree to which spatial memory relies upon proprioception. Our 

framework uses three levels of visibility, high, intermediate and low. High visibility means 

that the information space is largely or fully visible. Intermediate visibility means some type 

of viewing constraint is present, for instance if only a small section of the workspace may 

be seen at one time (e.g. [230]). Low visibility implies that information management relies 

very little or not at all on visual feedback (e.g. [77]). 

Discretization specifies whether an information space is continuous or composed of 

discrete units. The majority of designs in our survey use continuous space. Examples of 

discrete mappings are the body-centric browser tab mappings described by Chen et al. [42] 

and the bins Wang et al. [221] placed around a mobile device for sorting photos.  

Dimensional Interdependencies 

While the dimensions of a design space are ideally orthogonal, dependencies between 

dimensions are rarely entirely absent. As a case in point, some choices in the Ethereal 

Planes dimensions will have implications for others. We clustered the dimensions by their 

closest dependencies into groups we call Reference Frame, Spatial Manipulation and Spatial 

Composition (Table 2). Here we discuss some of the trade-offs between design choices 

within each of the three groups. 

Reference Frame – Perspective and movability together encompass the concept of a 

spatial reference frame. Combinations of these two dimensions are summarized in 

Figure 7. Different reference frames are better suitable for different types of applications. 
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In a mobile scenario, an egocentric perspective is more useful, since it will move along with 

a user on-the-go. In collaborative scenarios, exocentric space is more appropriate, since 

users will benefit from a shared, world-based reference frame, as is the case with a real-

world, wall-fixed whiteboard. Exocentric frames are also useful for situating information 

spaces in the contexts where they are most practical [65]. However, in free space 

interactions, Hinckley et al. [94] note that egocentric coordinate systems are easier for users 

to comprehend and manipulate than exocentric frames.  

Fixed information spaces are useful in situations where spatial memorability is 

important, for example in the placement of application shortcuts [121]. Once learned, 

objects in fixed spaces can also be recalled with the aid of proprioception [78,121,230]. 

Movable workspaces, conversely, are better for short-term memorability such as when the 

information contents are short-term, volatile or highly dynamic. 

Spatial Manipulation – The three dimensions of proximity, input mode and tangibility 

are related to the manipulation of information spaces and of data and objects within them. 

Table 3 provides examples of relevant combinations between these dimensions. For various 

reasons, some combinations have no existing counterparts in our Ethereal Planes-related 

literature. With indirect input, for example, the concept of tangibility becomes less 

relevant, thus we do not include tangibility under the indirect column of the table. 

Conversely, it is difficult to imagine direct input with far proximity, thus no examples 

appear in our survey (although this does not mean that some conception of such a concept 

cannot be realized in future). 
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Figure 7. Reference Frame Breakdown 
The first two dimensions, perspective and movability, compose the first group of the 
Ethereal Planes design space, Reference Frame. The resulting four potential 
combinations are depicted by diagrams in this matrix: (a) fixed-egocentric, (b) 
fixed-exocentric, (c) movable-egocentric and (d) movable-exocentric. Egocentric 
reference frames (a, c) are body-centric, while exocentric frames (b, d) are world-
fixed. Content can be either fixed (a, b) or movable (c, d) within these frames. 

Input mode is dependent on proximity: whereas indirect input allows interaction with 

surfaces that are beyond reach, direct input is intuitive when the interface lies within reach. 

Direct input is practical with on-body surfaces since it leverages proprioception. Leveraging 

available surfaces, whether body or other, also assists motor precision [124].  
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Input mode direct indirect 

Tangibility tangible intangible  
Pr

ox
im

it
y 

on-body 
Skinput [86], 

OmniTouch [84] 
  

near 
Peephole 

displays [230], 
Cao et al. [36] 

Touching the 
void [40], 
Imaginary 

interfaces [77] 

Sidesight [34],  
Windows on the 

world [63] 

far   
Virtual shelves [121], 

Augmented 
viewports [96] 

Table 3. Spatial Manipulation Breakdown 
Three design dimensions, proximity, input mode and tangibility, compose the group 
Spatial Manipulation. This table shows several examples of how different designs fit 
into the group. Greyed-out cells represent areas of the design space where no 
matching examples were found in our literature survey. 

Tangibility is influenced by the technology platform chosen. Projection-based 

interfaces are often tangible, since a projection surface is required.  Stereoscopic displays  

 (i.e. Caves, some HWDs) often use intangible, virtual surfaces, although information 

spaces are sometimes intentionally set to coincide with physical surfaces [199]. In free 

space, researchers have found that indirect input is faster, less fatiguing and more 

stable [6,94,205] than direct input. However, direct input is intuitive and can make use of 

expressive gestures, thus may be desirable even without the aid of a tangible surface. Our 

survey turned up many designs using direct input both with (e.g. [36,84]), and without (e.g. 

[40,77]) tangible surface contact. 
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  Discretization 

  continuous discrete 
V

is
ib

ili
ty

 

low 
Imaginary 

interfaces [77] 

Virtual shelves [121],  
Piles across space [221], 

mSpaces [38],  
body-centric browser tabs [42] 

intermediate 
Peephole 

displays [230] 
Skinput [86],  

Chameleon [66] 

high 
Pen light [188], 

Mouse light [189] 
 

Table 4. Spatial Composition Breakdown 
The remaining pair of dimensions, visibility and discretization, compose the final 
group, Spatial Composition. Several example designs are located in their respective 
cells of the table. Since discrete spatial mappings are often used to support spatial 
memory or proprioception in interfaces with little visual feedback, no designs with 
a combination of high visibility and discrete mappings were found in our survey. 

Spatial Composition – Together, visibility and discretization contribute to the way 

information is organized spatially. One important factor related to these dimensions is 

spatial memory. Spatial memory is important in many of the interface designs considered 

in our survey, particularly when the information spaces are not confined within the 

boundaries of a typical display screen (e.g. [230]). Table 4 shows examples of different 

pairings between visibility and discretization. The majority of interfaces represent 

information visually; however, some present little or no visual information. Spatial memory 

can be built either purely visually, or by muscle memory, although many designs leverage 

some combination of both (e.g. [84,230]). Designs with little or no visual feedback are more 
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likely to rely highly on proprioception for object recall (e.g. [77,121]).  Discrete spatial 

mappings are commonly used with interfaces with intermediate or low visibility. When 

little or none of the interface can be seen, designers can instead leverage spatial memory 

or proprioception, (e.g. Virtual Shelves [121]). In such cases, discretization is often leveraged 

to make recall manageable. 

2.3 Framework Applications 

We created our Ethereal Planes framework to guide our own research and also to 

assist future designers. Here we discuss how our framework can be used to categorize and 

compare existing designs as well as aid the creation of new designs. 

Categorizing Existing Designs 

A fundamental aspect of any framework is its descriptive capacity. The ability to 

clearly describe aspects of a design allows it to be deconstructed according to its various 

facets of functionality. Functional decomposition provides a formal structure to allow 

designs to be compared or contrasted in a methodological manner. Comparing designs may 

be useful for pedagogical purposes, or for designers reflecting on a number of previous 

solutions that may potentially be applied to a current problem. A framework’s descriptive 

capacity also allows designs to be stored into repositories and later searched to support 

various formal techniques for concept generation [26]. 

To show how Ethereal Planes can be used to describe existing designs, we apply it to 

the works from our literature review. For each design, we assigned dimensional values and 
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classified the results, which provides us with a methodical system to contrast and compare 

these different designs. We acknowledge that our framework does not provide an absolute 

partitioning in which designs fit cleanly into the dimensional values. Rather there are many 

cases where different values apply to multiple presented concepts or the chosen values are 

open to interpretation. However, the goal of our framework is not to provide a set of 

arbitrary sorting bins, but to make the designer aware of important design choices and help 

them weigh the potential benefits of these choices. 

Several distinct categories of similar designs emerged from our analysis, each of which 

we describe in detail below. Although these five categories represent only a small geometric 

region of the full design space, we found that the majority of reviewed designs (30 of 34) 

are a very good fit to one of them. As with the assignment of dimensional values, these 

categories are not absolute, thus we include minor variations that fit closely to the overall 

character of the group. A few more diverse exceptions are discussed in the following 

section. 

Peephole – In the first and largest of our categories, we group concepts that build on 

the spotlight and peephole metaphors. These designs allow interaction through ‘peephole 

windows’ that are moved around the surface of a 2D workspace. Both are conceptually 

similar with their main difference being the technology used: Whereas peephole interaction 

implies the use of spatially aware mobile devices, the spotlight metaphor typically refers to 

the use of mobile projectors. The common moniker of ‘peephole’ interaction was coined by 

Yee [230], but is a direct descendant of Fitzmaurice’s Chameleon. The common theme 

motivating these designs is to expand the workspace beyond the limited boundaries. To 
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prevent getting lost in a large, mostly invisible space, the workspace remains world-fixed 

while the device user navigates the content within. Whereas the original Chameleon [66] 

implementation used the discretized space of a spreadsheet application, most variations 

use continuous 2D space. Several other variations, not discussed here, explore 2D ‘image-

plane’ representations of 3D space. Variations from our research include: Touch 

Projector [27], mSpaces [38], Chameleon [66], Pass-them-around [128], Peephole 

displays [230], dynamically defined information spaces [36], PenLight [188], Mouse-

Light [189], Augmented Surfaces [177], PlayAywhere [225], Lightspace [226], Bonfire [105] 

and X-Large virtual workspaces [109]. 

Floating – This group contains various instantiations of virtual windows that appear 

to float in mid-air. A common goal of these designers is to import the familiar 

characteristics of ubiquitous 2D applications into an immersive environment. Floating 

windows have often been used to implement auxiliary input controls such as panels, dialog 

boxes and menus, in immersive VR environments [82]. Since mid-air displays are 

intangible, designers often use indirect input modes such as mice [63,96] or ray-casters [6]. 

Chan et al. [40]provide an interesting exploration of direct interaction with intangible 

displays. Other variations include: Windows on the World [63], Wearable Conferencing 

Space [22], Friction Surfaces [6] and Augmented Viewport [96]. Most of these use 

exocentric information spaces, however some HWD implementations [22,63] provide the 

option of egocentric floating windows for mobile users. 

Off-Screen – This category includes designs that allow indirect input in the ‘off-screen’ 

region that surrounds a device’s periphery. As in the peephole concept, off-screen designers 
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address the problem of limited screen space by extending the theoretical plane of a device’s 

screen into surrounding space. However, these systems are easily portable, allowing the 

surrounding workspace to be conveniently repositioned. They also avoid occlusion with 

indirect input, and are useful for navigational operations such as panning and zooming. We 

generalize this category as exocentric because two of the included designs (SideSight [34] 

and Portico [12]) use a device placed on a surface. However, the third example (off-screen 

pan and zoom [104]) is egocentric, since it uses a handheld device. 

On-body – Another convenient tangible surface is the human body, used by the 

designs in this category. In many instances, a hand or arm doubles as a convenient 

projection surface in lieu of a wall or table, and is a convenient, always-available place to 

store buttons or task shortcuts. Body parts have the primary benefit of assisting target 

acquisition with proprioception, as evidenced in Harrison et al.’s Skinput [86]. Variations 

on this theme include Imaginary Phone [78], OmniTouch [84] and Chen et al.’s Body-

centric prototype [42]. 

Palette – These designs align the information space with a handheld palette, such a 

paddle or transparent sheet. This use of a handheld plane allows bimanual interaction, 

which can facilitate task performance [124]. Handheld tangible surfaces have commonly 

been used in immersive environments, since tangible surfaces provide increased speed and 

control over intangible floating surfaces [124]. Variations include the Personal Interaction 

Panel [199] and various similar implementations [83,124,183]. 

In Figure 8 we provide a visual summary of the major design categories in a parallel 

coordinates graph. This graph shows the values of each category along the seven design 
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dimensions. This figure fulfils several purposes: 1) It, shows where designs are similar and 

where they differ, which allows them to be easily compared and contrasted. 2) It shows 

clustering within the dimensions, including commonly occurring values (e.g. near 

proximity or high visibility) and commonly joined pairs (e.g. exocentric-mixed or direct-

tangible), which reveals similarities between apparently different designs and highlights 

common approaches. 3) In contrast, it exposes the areas of the design space that are under-

utilized (e.g. far proximity or intangible), which allows gaps to be explored, as discussed in 

the following section.  

 

Figure 8. Ethereal Planes Design Categories 
A parallel coordinates graph shows the main design categories found in our analysis, 
as they appear mapped across the seven dimensions of our design space. This 
visualization allows the design categories to be easily compared, and shows areas of 
the design space that contain relatively many or few designs. 
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Filling Gaps, Tweaking and Combining  

Beyond classification and comparison of existing designs, one purpose of a framework 

is to inspire and guide new creations. To show the generative potential of Ethereal Planes, 

we discuss several analytic processes that can be undertaken with our framework. 

Following Zwicky’s morphological analysis [179], we explore three primary operations that 

can be used to transform our prior set classifications into ideas for new designs, by 

identifying gaps in the matrix, by ‘tweaking’ (altering) existing designs, or by combining 

two or more of them. 

The first way to think about new designs is filling gaps; to look for valid combinations 

that have not been tried. Zwicky, who championed morphological analysis, viewed such 

gaps as opportunities to inspire creativity. By applying a morphology to our framework, its 

dimensions can be viewed as a seven-dimensional matrix, where each cell is a different 

combination of chosen values. Theoretically, this matrix has 288 unique design patterns. 

This number seems remarkable, considering that we were able to classify a large number 

of designs into only a handful of patterns. What then is the explanation for this difference? 

One primary reason is the number of interdependencies between the framework 

dimensions. Because the dimensions are not purely orthogonal, many of the possible 

combinations may be considered invalid. For instance, direct input with far information 

spaces seems impractical. However, the Ethereal Planes design space is still relatively 

unexplored and perceived dependencies may in fact be a result of attachment to prior 

paradigms. For instance, the most common reference frame types in the explored literature 

are exocentric-fixed and egocentric-movable, which correspond respectively to the most 
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common types of real-world displays: desktop monitors and mobile devices. As designers 

gain more experience with mixed reality applications, some of the combinations that 

appear invalid may be explored with new and unconventional concepts. For example, the 

direct-far combination mentioned above may be solved by introducing a mechanism for 

controlling stretchable virtual limbs. On the other hand, indirect-on-body interaction might 

be found useful when looking at one’s self in a mirror. In this manner, the Ethereal Planes 

framework is useful for plotting existing designs across the design dimensions, providing a 

formal tool to help designers to identify new ground and inspire unique creations. 

 

Figure 9. Example Design #1: Filling Gaps 
The Virtual Shelves design of Li et al. [121] is an example of a design that defies easy 
categorization, as it holds a unique position in the design space. The parallel 
coordinates graph makes it easy to see adjacent value pairs that are distinct from any 
of the designs in the five main categories shown in Figure 8. 

One example of a design that falls between the gaps of the categories we identified is 

the Virtual Shelves implementation described by Li et al. [121]. With the Virtual Shelves 

interface, selectable objects, such as icons, are distributed in an egocentric sphere around 

the user. The user relies on spatial memory to make selections using a ray-casting 

metaphor, thus the objects are conceptually at a far proximity. This design combines some 

dimensional values not found in any of the main categories (Figure 9), such as an 
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egocentric-fixed reference frame and low visibility with discrete space. The parallel 

coordinates visualization makes it easy to see that this design creates a unique pattern in 

the Ethereal Planes design space.  

A second method for creating new designs is tweaking; rather than create a new 

combination from scratch, we can change one or two dimensions of existing patterns and 

imagine the resulting implications. In fact, one such example we identified in our literature 

review is the Imaginary Interfaces design of Gustafson et al. [77]. It is similar in nature to 

the palette category, however the user can ‘draw’ objects such as letters or mathematical 

functions with their fingertip on an intangible and invisible surface. This unusual design 

breaks the conventions of previous patterns by combining low visibility with a continuous 

workspace (Figure 10). Although only two dimensions are changed, the result introduces 

some significant design challenges, many of which are addressed in this novel work.  

 

Figure 10. Example Design #2: Tweaking Existing Designs 
The Imaginary Interfaces design of Gustafson et al. [77] is an example of how new 
design can be created by tweaking existing ones. This design (solid path) varies from 
the palette category (dashed path) only in the tangibility and visibility dimensions. 

One other way to generate new ideas is to combine two or more existing patterns. 

An example of this type was also identified in our reviewed designs, in the AD-Binning 

implementation of Hasan et al. [87]. This interface extends the interaction plane of a 
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mobile device screen into space around the device for making discrete item selections. This 

design has many dimensional values in common with palette category (egocentric, 

movable, near proximity, direct input), but also some in common with Virtual Shelves 

(intangible, invisible, discrete space). Combining these dimensions creates a new hybrid 

pattern, as seen in Figure 11. A similar fit to the framework was found in the Piles Across 

Space implementation of Wang et al. [221], which was designed for sorting photos into 

virtual piles around a desktop monitor. Designers of future interfaces can benefit from a 

design space that provides a conceptual workspace for trying new combinations. 

 

Figure 11. Example Design #3: Combining Existing Designs 
The AD-Binning design of Hasan et al. [87] shows how new designs can be created by 
combining others. This design (solid path) shares some dimensional values with the 
palette category (orange) and others with the Virtual Shelves design (green). 

One particular instance where combining existing designs can be useful is to 

support multiple interface ‘modes’ within a compound design. For example, imagine a 

sketching application with read and write modes. Suppose a series of sketches are 

distributed in an egocentric sphere, floating around the user, which can be viewed using a 

mobile screen. When editing the sketches in write mode, the user uses the display as a 

peephole, since it provides a tangible surface to assist drawing in continuous space. To make 
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drawing easier, the sketches are mapped to a single stationary (exocentric) plane, so the 

user doesn’t need to change the device orientation. When viewing the sketches in read 

mode, however, the user can simply hold the device in one place and use her second hand 

as a pointer; the user knows the discrete location of each sketch in the egocentric sphere 

and whichever one she points to appears on the display.  A single dimension can also act 

as a ‘mode switch’ within a single design. Imagine for instance an image browsing 

application. The user can have both a collaborative mode and a personal mode. To support 

sharing, the collaborative mode uses exocentric space, whereas the personal mode is placed 

in egocentric space. 

2.4 Framework Extensions 

We acknowledge that there are limitations to our Ethereal Planes framework which 

may make it seem incomplete in certain contexts. However, we view Ethereal Planes as a 

core template that can be modified to suit a designer’s needs, rather than a final product 

that fits all circumstances. Here we briefly discuss several potential extensions of our 

framework. These extensions include ideas that we initially attempted to introduce into 

our list of framework dimensions, but warrant deeper consideration at a higher level than 

is possible with the initial framework we introduce in this paper. Each of these topics 

requires several dimensions of its own that could constitute a separate layer of a more 

complete framework. In each case, these dimensions must be drawn from an additional 

body of literature and must be considered at a higher level than the basic interaction 

concepts of our initial framework. 
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Multi-modal interaction: Our input dimension takes into account only the paradigms 

of pointer selection and direct manipulation. This dimension could be expanded to include 

other input modes, particularly voice. The visibility dimension could similarly be expanded 

to consider non-visual output modes such as audio output. Such extensions would allow 

our framework to be extended to the design of interfaces for people with motor-skills or 

visual disabilities. 

Co-located Collaboration: One of the applications of our framework is for 

collaborative scenarios. HWDs connected by network can be configured to allow multiple 

people to view the same virtual workspace from different perspectives [2]. Our framework 

could be extended by taking into consideration the large body of research on multi-surface 

environments. The modified framework should include aspects pertaining to the 

movement of content between surfaces and consideration of public vs private content [75]. 

Beyond 2D Surfaces: Our current framework focuses on 2D surfaces, although it could 

be extended to handle 3D objects. Such an extension should include additional dimensions 

to handle manipulation and viewing (grasping, rotation) of 3D objects. It should also 

include dimensions that take into account occlusion caused by the object’s relative 

orientation or clutter from multiple objects. 
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3 A Head-Worn Display Platform 

In the preceding chapter, we explored a wide variety of technologies that could 

potentially be used for a platform to support SAIs. For the scope of this thesis, we focus on 

one particular technology, see-through HWDs. In this chapter, we summarize a number of 

available technologies and compare their benefits and drawbacks. From this comparison, 

we single out HWDs, and describe in detail how the features of this class of device can 

potentially support all the requirements for in-situ analytics. This discussion provides a 

basis for the remaining chapters of this thesis, which explore various elements of SAI on a 

HWD platform. 

3.1 Mixed Reality Platforms 

The phrase ‘mixed reality’ is an overarching term that describes the combination of 

real and virtual objects [142,176]. This term encompasses augmented reality (AR), where 

virtual objects are superimposed on the real world, and VR, which immerses the user in a 

virtual world. Buxton and Fitzmaurice [35] identified three potential mixed reality 

platforms for that can be used to support virtual information spaces: HWDs, Caves, and 

handheld devices. More recently, projection has become commonly used in a format 

known as spatial augmented reality (SAR). These technologies have all advanced 

significantly to become staples of mixed reality. Each has its advantages and limitations, 

which we discuss below. 
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HWDs 

Mixed reality has its roots in the see-through HWD technology introduced by 

Sutherland [197] in the 1960s, who envisioned the ‘ultimate display’ [196] that can control 

physical matter.  A wide variety of realizations have undergone development since. Many 

advances in 3D interface design have occurred as a result of VR research since the early 

1990s. VR has seen a recent resurgence in popular culture as advances in hardware have 

progressed to the stage where relatively light-weight, low-latency devices such as Oculus 

Rift [156]  and HTC Vive [99] are entering the market.  

Optical see-through HWDs show content on transparent lenses, and are most widely 

known through the introduction of Google Glass [73], which revealed deeply held user 

concerns about privacy and social acceptability. In contrast to Glass, which was designed 

for micro-interactions on a single (monocular), small, display placed in the user’s 

peripheral view, another class of see-through HWDs places dual, binocular displays directly 

in the user’s line of sight. Such devices allow objects to be superimposed stereoscopically 

in 3D space, and are ideally suited for the development of SAIs. One advantage of the 

wearable form factor of HWDs is that they provide a convenient location to place sensors 

for tracking the user’s hands or the external environment. Microsoft’s HoloLens [139], for 

example, can construct a model of the user’s surroundings in real time and use this 

information to integrate virtual displays on nearby walls. As miniaturization continues, we 

may soon expect devices that look similar to typical eyewear, which will help reduce the 

barriers to social acceptance of HWDs for everyday use. 
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Perhaps the strongest potential advantage of HWDs is their potential for 

collaboration. Multiple devices can be networked to reveal the same virtual content to 

multiple users from each person’s perspective.  

CAVEs 

CAVE technology was initially developed by a group of researchers at the Electronic 

Visualization Laboratory at the University of Illinois at Chicago, and was intended to 

overcome the limited viewing field of HWDs to provide a tool for scientific 

visualization [47,48]. CAVEs immerse their users within a volume surrounded by 

projection or other display surfaces to provide a display that covers the entire human FoV. 

However, various realizations of this technology may vary from a single large display wall 

to a nearly-full enclosure including projections on the floor and ceiling. Like HWDs, CAVEs 

are capable of stereoscopic display of 3D content, however users are restricted to the 

physical boundary of the display hardware. While CAVEs face limitations in the size and 

expense of the necessary hardware, there are no physical constraints on the amount of 

computational power used to drive this hardware. As a result, such systems are often 

capable of low-latency and high-precision (sub-millimetre) motion tracking. Although 

techniques such as shutter-glasses (e.g. [2,198]) allow multiple users, such techniques scale 

to only a small number of users within a shared space. 
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Handheld Augmented Reality (HAR) 

As portable display technologies such as tablet computers and smart phones became 

widespread in the first decade of the 21st century, researchers began developing systems to 

leverage these devices as AR displays. With handheld augmented reality (HAR), a device 

display acts as a ‘window’, through which users view virtual content overlaid on a backdrop 

provided by the device’s embedded camera. Early versions of this concept relied on external 

tracking systems and servers to create real-time effects [72,153]; however, as handheld 

devices increased in computational power, researchers began developing fully self-

contained implementations [23,218]. Applications that incorporate AR are now 

commonplace on smartphones. These require tracking the device locally, commonly done 

with the assistance of external fiducial markers [108]. Toolkits such as Vuforia [217] now 

allow users to define their own fiducial markers based on arbitrary images, and even 

support tracking relative to predefined 3D objects. Tracking of rotation is also possible 

using the phone’s internal IMU sensors [95]; however, position tracking with the IMU is 

not possible due to uncontrollable drift, unless combined with a secondary method to 

provide an external reference frame [233]. Although virtual content can only be viewed 

through the device’s display, one advantage of touchscreen devices is that they support a 

haptic surface for interaction through gestures on the device’s screen. Several techniques 

have been developed for interacting with virtual content in this manner [79,117,149]. 
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Spatial Augmented Reality (SAR) 

Spatial augmented reality (SAR), originally demonstrated by Raskar et al. [173–175], 

uses projectors to overlay virtual content on real-world surfaces. This concept is similar to 

the use of transformed projection in CAVE displays; however, projections are mapped to 

the underlying structure of the given projection surface [177,209]. Unlike CAVE displays, 

projection mapping allows SAR to be used in everyday environments, but it comes with 

several drawbacks. First, it requires rooms to be purposefully furnished with projection 

equipment, although it is possible to create mobile SAR implementations through the use 

of handheld projectors [36,172]. Second, projecting in uncontrolled environments can cause 

unpredictable colour distortion due to the inherent hue and reflectivity of a given surface. 

Solving this requires either controlling the projection area’s surface make-up, or 

compensating the projection image [103]. The recent availability of low-cost depth sensors 

such as Microsoft Kinect [140] have made SAR increasingly popular as it becomes easier to 

scan environments in real time. Further developments, such as the RoomAlive toolkit 

recently released by Wilson et al. [141] for calibrating multiple depth cameras, will increase 

the general availability of this technology. 

3.2 Head-Worn Displays as a Platform for SAIs 

Upcoming see-through HWD technologies provide many opportunities for meeting 

our set of five requirements for SAIs in that they are wearable, allow spatial-user interfaces, 

augment the user’s surrounding, and can contain embedded sensors. We elaborate on these 

opportunities below, with a summary in Table 5.  
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Wearable 

Being wearable devices, HWDs are inherently mobile and the interface is always 

available. This property makes them ideal devices for in-situ visual analytics.  HWDs can 

be worn in virtually any situation – at home, during work, or while on the go – making 

them more versatile than projection-based approaches that require equipment to be 

installed. Also, unlike current mobile devices, they can provide information with hands-

free access, making their use practical in situations when the user’s hands are occupied, 

such as carrying groceries or holding on to a subway handrail. 

Spatial User Interfaces 

HWDs are capable of providing a far richer experience than is available with current 

mobile technology. Embedded sensors and stereoscopic viewing capabilities can provide 

an ‘immersive’ experience, where virtual objects can be made to appear in physical space, 

or integrated with surrounding real-world objects. Whereas the small display of a 

smartphone requires its user to divert their attention from the outside world to a handheld 

object, HWD content can instead be integrated with our surroundings. Thus HWDs have 

potential to attract our attention toward, rather than away from, objects in the real world. 

This level of integration provides a range of display possibilities, from ambient displays that 

require little attention, to a set of multiple display panels laid out in space.  

Furthermore, any region of real world space can be used to host a virtual display, thus 

the amount of ‘display space’ available for use by HWDs is limited only by the ergonomic 

viewing constraints of the user. Multiple displays can be situated in space, for example in a 
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ring or sphere that follows the user as she walks, or arranged to coincide with nearby 

surfaces such as walls or desktops (Figure 3b). Switching between different views laid out 

in space provides a more natural and efficient experience than navigating between 

application views on a display that is fixed in the user’s line-of sight [56] or on a handheld 

mobile device. Since rearranging views does not require moving physical objects, displays 

can easily be placed on any existing surface or even in mid-air. Adding additional displays 

for multiple views does not require the expense of additional monitors, and can be used 

anywhere for in-situ analytic tasks. 

Augmentation 

Virtual displays can produce some effects that are not easily obtainable with 

conventional display technologies. For example, a display can easily change size, say to 

shrink out of the way when someone enters the room and interrupts the analytic task. 

Visual links can connect related items across different visualizations such as items that are 

jointly highlighted in a coordinated selection [46]. Such links have been shown to help 

users find related entities more quickly than highlights alone in a desktop 

environment [192]. On physical displays, visual links can only connect items across views 

within the same display space, whereas with virtual ‘floating’ displays, such links can 

connect views across interstitial space. While a similar effect is possible by rendering a 3D 

environment on a flat display [46], the spatial user interface of a HWD allows the user to 

actually move among and between the visualizations and links to gain the best perspective 

without the need for abstract virtual navigation. In this spatial environment, such links can 
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serve the dual purpose of guiding users’ attention to related items, while also guiding users 

to the physical locations of other displays distributed in the physical surroundings. Other 

possibilities with greater leverage on AR techniques can be imagined to integrate 

information more directly with the surroundings. For example, a building that contains a 

hotel or restaurant can be overlaid with information such as reviews, menus or room 

availability. Aggregated location tracking data can be overlaid on the floor of a plaza to 

show the paths of various visitors. Or in a home environment, different rooms can be 

overlaid with visualizations showing trends about temperature, overall energy 

consumption and human traffic flow, which could provide a useful context for 

programming a thermostat and control of air vents. Virtual displays can also be used in 

conjunction with physical displays, for example to provide peripheral display space for 

sorting bills around the screen of a home desktop computer, or to provide a large overview 

map which can be observed alongside a detailed view on a smartphone. 

 Embedded Sensors 

While the ideal method for controlling content on a HWD remains an open problem, 

many interesting possibilities are presented through the availability of embedded sensors. 

One such possibility is speech recognition, used by Google Glass [73] to present and 

respond to a menu of available voice commands. In cases where interactivity is minimal, 

speech or context-based interaction can allow hands-free operation. For instance, water 

usage can be displayed beside a sink when it is used, or a jogger’s heart rate can be 

continuously displayed while she is running. One potentially useful interaction mode that 
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remains to be thoroughly explored is the use of head-tracking. By combining gyroscopic 

readings with the forward camera view, the device can sense where a person is directing 

their attention, be it toward virtual content or toward people and objects in the real world. 

This can be used to facilitate context-oriented interactions, such as presenting a virtual 

business card alongside a colleague’s face or activating visualizations related to particular 

objects. It is also possible to embed devices with eye-tracking sensors to enable more 

precise gaze-based interactions. Sensors that track hands can enable ordinary surfaces to 

become interactive touch surfaces, allowing the use of standard gestures such as tapping 

for selection, flicking for scrolling or pinch-to-zoom. In-air gestures are also possible with 

floating displays while on the go or when touch interaction is impractical, for instance 

while following a messy baking recipe. Proxy objects can potentially be tracked using 

computer vision or network-connected inertial sensors to allow other forms of input such 

as raycasting with a stylus or virtual cursor manipulation using a mouse. 
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Requirement Description HWD Opportunities 

Mobility Supports analysis in the 
environment or situation where 
the data are collected or applied 

HWDs and wearable input devices 
and can be used while at home or 
work, or while on the go. HWDs 
can support hands-free use 

Integration Information should be integrated 
into the user’s environment 
through ambient displays or 
overlaid onto objects in use 

Spatial interfaces place content in 
surrounding space and embedded 
sensors allow precise alignment for 
augmenting real-world objects with 
information displays 

Interpretation Information should be easy to 
interpret for non-experts and 
presented in an engaging fashion 

Interpretation can be simplified by 
augmenting objects with 
information in the correct context. 
Flexibility of HWD interfaces 
allows 2D or 3D objects to be 
placed anywhere to provide 
imaginative and fun experiences 

Multiple Views Multiple views allow introduction 
of additional information for 
overview or comparison. 
Interpretation can be simplified by 
distributing multiple simple views 
instead of a single complex 
representation 

Augmentation allows an unlimited 
number of displays to be placed 
anywhere without extra cost. 
Spatial interfaces spread multiple 
views in space for fast, intuitive 
switching 

Interactivity Gaining insights requires 
exploration of the data through 
interactive visualizations. Selection 
and navigation operations should 
be coordinated across views 

Embedded sensors can track gaze, 
hands and other objects to provide 
many possible interaction methods. 
HWDs can work in conjunction 
with other devices to enable 
interaction both for manipulating 
display views and interacting with 
their contents. Augmentation 
allows views to be coordinated with 
interspatial links, while a spatial 
interface allows users to find the 
best physical viewpoint 

Table 5. Summary of HWD Opportunities 
This table summarizes our proposed design requirements for in-situ, everyday 
analytics, and how the opportunities afforded by upcoming HWDs support each of 
these requirements. 
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3.3 Ethereal Planes Metaphor 

In our current work we root our interface designs in a metaphor we call Ethereal 

Planes [58], in which content is placed within a set of 2D virtual windows situated in 3D 

physical space. In this metaphor, windows act as ‘containers’ in a similar vein to traditional 

desktop interfaces; however, the windows in Ethereal Planes are not constrained to the 

boundaries of a physical display. SAIs leverage several benefits from the situation of these 

2D windows in 3D space. For example, spatial memory and proprioception can be utilized 

to store and retrieve information components. The virtual windows can be manipulated 

and organized in such a fashion to benefit interpretation, for instance by placing related 

information sources side-by-side for cross-referencing. Physical space can also be leveraged 

by placing windows in the vicinity of appropriate objects or by drawing meaningful visual 

links across intervening space between windows or to connect data points to physical 

locations. 

We differentiate Ethereal Planes from the concept introduced by ElSayed et al. [54] 

of situated analytics, where information is rendered directly onto related objects in the 

environment. Both SAIs and situated analytics are similar in their use of AR display 

technology to support in-situ, analytic tasks. However, situated analytics assumes an 

explicit spatial relationship between the data and the outside world, making it particularly 

appropriate for particular datasets, for example geographical data. With SAIs, in-situ 

opportunities may be found without such an explicit spatial relationship, for instance 

determined by the temporal or opportunistic nature of a given task. The SAI concept also 

places a greater emphasis on spatial interaction, which leverages body motion, whereas a 
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situated analytic AR interface might be viewed and controlled through the screen of a smart 

phone or tablet. Furthermore, simple versions of SAIs (e.g. a body-centric array as in 

Figure 3a) do not require the degree of sensing and tracking precision to overlay content 

directly on real-world locations as is required for situated analytics, and can be 

implemented using today’s technology. 

Despite some apparent limitations of a window-based interface, there are several 

practical reasons why we choose the Ethereal Planes metaphor. First, even in a spatial 

visualization of geographic or other spatially-related data, it is easy to imagine cases where 

additional window interfaces would be useful. For example, if one is viewing the paths of 

people’s movements projected onto the floor of an environment, the analytic task may 

benefit from a map showing the same paths in a top-down overview of the entire space. 

Many applications could further benefit from flat panels containing abstract controls or 

text. Also, windows act as containers for organizing and compartmentalizing information. 

This organization helps to prevent virtual information from cluttering or obscuring 

important objects in the real world that may lead to unwanted or dangerous distraction. 

Furthermore, there is evidence that 2D visualizations are more clearly interpreted and can 

be more easily manipulated than 3D visualizations. Finally, 2D interfaces are familiar to 

users and can, in some cases, incorporate existing applications or familiar elements. 

3.4 Conclusion 

This chapter discusses a variety of technologies that can be used to as a platform for 

SAIs. We single out HWDs as an ideal technology for this type of interface and outline 
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many of the specific benefits afforded by this technology. Although the five design 

requirements for SAIs are drawn from research based on more traditional interfaces, we 

can adapt these to the unique properties of HWDs. These requirements are drawn from 

work aimed at supporting analytic tasks to support sensemaking, and are not specifically 

related to any particular technology. For instance, when an analyst pieces together 

information from multiple views, these views may be spread across multiple display 

monitors, or distributed across a single large display. While each platform may have 

particular strengths and weaknesses in supporting each requirement, the use of any 

particular technology is not a requirement in itself. Furthermore, our sources for compiling 

these requirements include works aimed at adapting visualization and visual analytic 

techniques to personal technologies [53,100,168]. In this chapter, we discussed why HWDs 

have a strong potential for providing such a personal platform. Nonetheless, care must be 

taken to adapt these requirements for the benefits and limitations of new technologies such 

as commercial-grade HWDs, which have yet to be tested with analytic interfaces such as 

SAIs. 

 

  



Mobile Multi-Window Layouts 

60 

4 Mobile Multi-Window Layouts 

In this chapter, we explore two of the primary SAI requirements, mobility and 

multiple views. For an interface to be used in-situ, in a wide variety of contexts, mobility 

is an essential feature. One way to implement a mobile interface on a HWD is to situate 2D 

visualization windows in space. Such a design also depends on a second important 

requirement, multiple views. To ground our design, we draw from our Ethereal Planes 

framework the concept of egocentric (body-fixed) window layouts.  With an egocentric 

layout, a set of user-defined application windows will maintain their relative positions to 

the user as the they move, making this a practical approach for mobile context. The goal of 

this chapter is to explore the ideal design of such a multi-window layout for mobile users, 

which we call the Personal Cockpit. 

We explore egocentric window layouts in a cascading series of user studies, with each 

building on the results of the previous studies. Through these studies, we explore a number 

of design parameters, such as window distance from the user, angular width, (i.e. apparent 

size) of windows and angular separation between windows. 

We also take a preliminary look at interactivity with window content. In particular, 

we explore direct input, which we use to mimic touch, as is used in modern touchscreen 

interfaces. Interaction techniques based on ‘natural’ human interactions with real world 

objects have advantages, such as learnability and discoverability for novice users, as well as 

allowing a transfer of knowledge from currently popular devices. However, computer 

interfaces, and virtual environments in particular, also allow designers to provide new 



Mobile Multi-Window Layouts 

61 

abstract interaction techniques that in some cases may be more productive than natural 

ones, as well as ‘hypernatural’ interactions that supersede ‘natural’ ones. We explore a 

greater range of interaction methods, including a combination of natural and abstract 

interaction techniques, in Chapter 6.  

We include an exploration of spatial reference frames as a design factor in our studies, 

to determine whether a body-fixed window arrangement is the most practical for direct 

input. Due to the human-factors focus of these studies, we conduct our studies in a CAVE 

environment, which emulates the FoV limitations of a HWD. This low latency, high-fidelity 

environment provides us with data of high quality from which to draw conclusions, without 

confounding influences of current HWD technology. 

A final user study in this chapter provides a preliminary validation of our spatial 

analytic concept for HWDs. In this study, participants conduct an analytic task that draws 

from information spread across multiple windows. The results confirm those of similar 

studies on other spatial interface platforms which inspired our concept for SAIs; 

participants complete the task more efficiently by window-switching via head motion than 

with two baseline view-fixed interfaces we implemented. Also, the majority of participants 

indicated a preference for the Personal Cockpit interface, finding it to be ‘more natural’ 

than the view-fixed techniques. Our primary finding is that navigating our spatial interface 

layout using head motion is by far the fastest, despite the imposed FoV limitations as would 

be experience with a see-through HWD.  
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4.1 Related Work and Design factors 

We explore the design space for an interface ideally suited for multi-tasking on 

HWDs, the Personal Cockpit. Our work is inspired by a number of interfaces that leverage 

spatial memory to bridge the gap between real and digital worlds. Much of this work can 

be traced back to Fitzmaurice’s information spaces [65], which map information to its 

associated physical locations in the real world. Feiner [63] later implemented a HWD 

interface with virtual windows mapped to world- and body-based reference frames. In 

Billinghurst’s following work [21,22], we see the potential of head-tracking [200] for 

improving interaction with multiple displays. Many similar world- and body-centric 

concepts followed on other platforms such as spatially aware mobiles [176,230] and 

projectors [36]. We build on these prior works by pinpointing relevant design issues that 

we use to guide our design process. 

Field of View (FoV) 

We are interested in how FoV limitations impact the Personal Cockpit.  The human 

visual field spans about 200° horizontally and 130° vertically, however the detail-oriented 

foveal region of the eye spans only about 3° [161]. Information from different regions is split 

between two physiological pathways, called the ventral and dorsal cortical streams [161]. 

The ventral pathway, related to pattern recognition and fine detail, processes information 

primarily from the fovea. The dorsal region processes information from both the central 

and outer regions and is related to motion sensing and navigation. Tasks that require such 

information from the peripheral view are known to be particularly susceptible to effects 
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caused by FoV limitations  [161], for instance finding a walking path through a room [3] or 

avoiding obstacles  [206].  

In addition to direct effects on physical tasks , a wide FoV contributes to a user’s sense 

of ‘presence’ in a virtual environment [123,127]. See-through HWDs, however, allow wearers 

to retain their peripheral view of the real world; a limited FoV affects only the ‘augmented’ 

content provided by the device. Also, reliance of the dorsal cortex is lessened in certain 

tasks, such as reaching, when the target is constrained to the central foveal view region. 

Since precision of the reaching movement [169] primarily depends on foveal capture of the 

intended target, a wide angle display may not be necessary for object manipulation tasks. 

Other research indicates that, for information processing tasks relying mainly on the 

ventral cortical stream, a FoV of only 40° may suffice  [161]. 

The available FoV on current low-cost HWDs varies between about 23° (e.g. 

Moverio [62]) to 40° (e.g. Laster [116], Lumus [129]). The impact of FoV on performance is 

also gender dependent [49]. 

Context Switching  

Multiple displays have benefits over single displays for multitasking, particularly 

when display switching costs are minimized. Dual monitors can reduce workload and task 

time for frequent switching [106,190] and much information can be safely relegated to a 

secondary display [190,224]. Cauchard et al. [38] studied display separation in a mobile 

environment and found that context switching does not drastically impair performance of 

a visual search task, provided that head movement is minimized. Rashid et al. [171], 
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however, found visual search to be slower when split between a mobile and large display 

than on either display alone. Spatial constancy in multi-window layouts can improve 

memorability and reduce switching time [178,201].  

Angular Separation 

Given that the Personal Cockpit requires head movement, we consider the effects of 

angular separation between the multiple displays. The range of human neck motion for a 

normal adult is relatively large: about 85° for rotation to either side, 50° for vertical flexion 

(looking down) and 60-70° for vertical extension (looking up) [135]. However, the effective 

range for task switching is smaller. For example, Su and Baily [195] found that two displays 

on the same vertical plane can be displaced by up to 45° before incurring negative effects 

on a docking task.  

Display Size or Display Angular Width 

Display size can influence task performance, although the effects are dependent on 

viewing distance. When viewing distance is held constant, we refer to display size as 

angular width. Ni et al. [154] found that large, high resolution displays improve 

performance on navigation, search and comparison tasks. Shupp et al. [186] found that 

large displays benefit certain tasks, such as search, but not others, such as route tracing. 

Ball and North [16] argue that the affordance of physical navigation has a greater effect on 

task performance than display size. Similarly, physical motion could prove advantageous 

for multitasking.  
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Window Distance  

As our design of the Personal Cockpit includes direct user input, window distance is 

a primary design factor. For virtual displays, the impacts of depth are numerous. The 

minimum comfortable distance of binocular convergence is about 0.25m [213], although 

ergonomics research recommends placing desktop monitors at a distance of at least one 

metre [7]. Tan and Czerwinski [202] found that performance is negatively impacted by 

mixed display distances. Thus our Personal Cockpit design should keep the working set of 

windows at a single depth. Estimation of depth is known to be impaired in virtual 

environments [38,161,206], due in part to FoV restrictions [229]. 

A well-understood phenomenon and cause of simulator sickness is vergence-

accommodation mismatch. This effect occurs when the proprioceptive cues of focus and 

vergence become decoupled in stereoscopic environments [161,184]. Until this issue is 

circumvented by technological advancements (e.g. [97]), HWD designers can reduce 

unpleasant effects by keeping the depth of virtual objects close to the surface of the virtual 

image plane [184,213]. 

One further design consideration on HWDs with limited FoV is binocular overlap. As 

illustrated in Figure 12, the viewing frusta of both eyes typically overlap exactly at the 

distance of the display’s virtual image plane. A device can be designed to allow a wider FoV 

by only partially overlapping the frusta. This choice comes at a trade-off in 

performance [161] due to monocular regions on the sides of the viewing region. Binocular 

overlap is also reduced when a large virtual object appears wider than the available viewing 

region. For example, the lower window in Figure 12 is cropped to a different region for each  
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Figure 12. Effects of Binocular Parallax on HWD View 
Binocular parallax creates an illusion of depth in stereo images (left). If objects 
appear in front of or behind the head-worn display’s (HWD’s) virtual image plane, 
the binocular overlap region is reduced (right). Content appearing wider than the 
available overlap region results in regions to either side that can be viewed by only 
one eye (bottom right). 

eye. One particular item of interest we explore is how the distance of a virtual display affects 

the interpretation of its contents. 

Direct Input 

Whereas the direct manipulation metaphor allows intuitive interaction with virtual 

objects [185], our Personal Cockpit design must take into account several issues inherent 

to ‘touching the void’: Depth perception of virtual objects is difficult and the depth 

estimation of a virtual surface is made more problematic by the lack of a tangible 

surface [40]. Furthermore, when distance is overestimated, the user’s penetration of the 

surface can cause double vision, or diplopia [40,210]. Also, interactive objects must remain 
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within average maximum reach, about 50-60 cm to the front and 70-80 cm to the dominant 

side [152]. 

HWDs present additional challenges for direct input. In a wearable system, head-

tracking and registration relies on body-fixed sensors. Thus, robust tracking and motion 

stabilization are required to create a convincing illusion of spatially situated objects. Also, 

since the display is located physically between the viewer and the locations of situated 

objects, a virtual display will occlude the user’s hand as it reaches the surface. To make 

direct input feel natural, the system should detect the reaching hand and make it appear 

to occlude the virtual display. We circumvent these issues in our studies by emulating a 

HWD in a CAVE setting, in which case the display is behind the user’s hand. 

Spatial Reference Frames 

A layout of multiple displays can be classified according to the spatial reference frame 

to which the displays are fixed (e.g. [22,63]). For example, user elicitation study on 

organization of multi-display layouts [81] resulted in both environment-centric and user-

centric layouts. We can similarly affix virtual displays to objects or location in the physical 

world (world-fixed) or to some part of the observer’s body, such as the head (view-fixed), 

torso (body-fixed) or hand (hand-fixed).  Because HWDs are easily portable, we explore the 

impact of different reference frames on direct input with the Personal Cockpit. 

Display Layout Curvature 

Shupp et al. [186] explored the differences between curved and flat layouts of multiple 

monitors when aligned to form a large display. Their study shows that performance with 



Mobile Multi-Window Layouts 

68 

search and route tracing tasks are 30% faster on the curved layout than the flat layout. One 

advantage of the curved display revealed in this study is that the region of focus can be 

changed easily by moving one’s head, whereas the flat layout requires users to shift their 

body. A curved layout with oblique views at a uniform distance from the user may likewise 

support efficient task switching on a HWD; a closer viewpoint will provide a greater pixel 

resolution of the virtual displays, and the reduced need for body motion will benefit users 

in a virtual environment as well as a physical one. Furthermore, a curved layout is well 

suited for reaching with an extended arm. Accordingly, we use a curved layout for the 

Personal Cockpit. 

4.2 User Studies 

We refine our design of the Personal Cockpit as an advanced interface for multi-

tasking on HWDs through four user studies. In the first three studies we fine-tune the 

design parameters (Figure 13) of display size (angular width), distance, reference frame and 

angular separation. These studies explore the human factors that underlie the design of a 

multi-window layout on a HWD, so we evaluate performance metrics such as task time, 

pointing error, perceived effort and perceived fatigue. In the last study we compare the 

Personal Cockpit against navigation techniques commonly used on smart phones, adapted 

for task switching on view-fixed HWD interfaces. The goal of this study is to determine 

whether natural, spatial interaction using head motion supports more efficient task 

switching than ‘standard’ abstract navigation methods, based on metrics of time and user 

preference. As a basis for this study, we use an analytic task consisting of multiple, separate 
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information displays, however, at this stage we focus on the efficiency of task switching, 

rather than evaluating the quality of analytic taskwork. 

Emulation Environment 

As we focus on human-factors limitations in our design, we run our studies in a 

projection-based CAVE environment. The low display latency and high-precision optical 

tracking enable us to explore designs not practical on current hardware, to control for 

confounding background clutter and to examine previously untested design factors. 

We emulate the restricted FoV of a HWD by clipping the viewing frusta of users to 

40° × 30° (all windows in our studies have a 4:3 aspect ratio). We chose a 40° width because 

this angle is thought to be sufficient for detail-oriented tasks [161] and is within the range 

provided by currently available stereoscopic headsets (e.g. Lumus, Vuzix). As with actual 

see-through HWDs, the FoV restriction only affects virtual content; the real world view 

remains unobstructed. 

To facilitate direct input, we explore visual output within reach of the user. However, 

many devices have a virtual image plane distance of 3m or more (e.g. Moverio, Vuzix), 

which is impractical for use within reaching distance. Some devices have an adjustable 

image plane distance (e.g. Laster SmartVision), supporting objects in the near field. We 

emulate an image plane distance (Figure 12) of 1 m, about the expected limit for use with 

direct input [184,213]. As with FoV, this choice serves as a worst-case setting in which we 

evaluate the human-factors aspects of our design. 
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Figure 13. Personal Cockpit Study Images and Design Parameters 
a) The stimulus used in the visual search task in Study 1. b) In some conditions, the 
emulated FoV restriction prevented the full task window from being viewed at one 
time. Participants entered their response using a wand device. c) Study 2 required 
users to select targets placed at different depths using direct input. d) Study 3 
explored target selection between multiple displays in horizontal and vertical 
directions. We used the results of our first three user studies (a-d) to tune the design 
parameters (e) of the personal cockpit, including display angular width, display 
distance (depth), spatial reference frame, and angular separation between displays.  

Our environment does not take all possible issues into account, for example vergence-

accommodation mismatch (see Window Distance, above) or the problem of unwanted 

hand occlusion (see User Input, above and Transferring the Personal Cockpit to a HWD, 

below). However, it allows us to examine issues related to FoV restriction such as the effects 

of binocular overlap and the efficiency of navigating to displays that are hidden out of view.  

Study 1: Single-Display Viewing Parameters 

Our first study explores size and distance placement for a virtual display. These values 

depend on the FoV and distance limitations for direct input. Displays that appear wider 
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than the FoV width are not fully visible from a single head position and may be difficult to 

interpret due to a reduction of the binocular overlap region (see Display Depth, above). We 

expect participants will be more efficient when the virtual display’s angular width is equal 

to or less than the FoV. Participants may also prefer virtual displays that appear further 

away (i.e. with a lesser offset from the virtual image distance plane). 

Participants, Task and Procedure  

We recruited 10 university students (two female, 21 ≤ age ≤ 40 years) from our local 

campus. We screened participants using a binocular depth test, which required them to 

differentiate between virtual displays placed at close (60 cm), intermediate (100 cm) and 

far (140 cm) distances. As a result of this test, we had to turn away two participants. 

We implemented a visual search task to examine the effects of display width and 

distance. We use a conjunction search [208], in which the target and distracter objects 

share multiple properties. In our case, objects can share the same shape (square or circle) 

or colour (red, green or blue). The display is partitioned by a vertical line, with a target 

object appearing on left (Figure 13a-b). The participant must search an array of randomly 

generated objects on the right side of the line and count the number with the same shape 

and colour as the target object. Participants report their count by pressing one of four 

buttons on a handheld wand device. Virtual displays appear directly in front of the 

participant, centred at eye-height. Participants are asked to complete the task as quickly 

and as accurately as possible. 
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Design 

We use a 5 × 4 within-participants design. The factors are angular width of the virtual 

display, relative to FoV (50, 75, 100, 125 or 150%) and apparent distance of the window (40, 

60, 80 or 100 cm). Conditions are presented to participants in random order to reduce 

learning effects. Within each condition, participants complete ten trials consecutively. To 

measure performance, we record trial time and the number of incorrect selections. We 

collected 5 angular widths × 4 distances × 10 trials × 10 participants = 2000 data points. After 

each set of ten trials, participants provided perceived effort (on a 7-point scale) by 

answering the question “How hard did you have to work (mentally and physically) to 

accomplish your level of performance?” 

Results 

We analysed data of recorded trial times and subjective scores of overall effort. In this 

study and those that follow, we remove outliers greater than 2SD from the mean. 

Trial Time: We removed the first trial from each set (200 trials) to eliminate learning 

effects. We removed further 50 trials (2.78%) as outliers. The mean time of the remaining 

trials is 3.065 s (SD 1.157 s). We ran the univariate ANOVA for our analyses. Mean times for 

angular width and distance are shown in Figure 14. Results show a main effect of angular 

width (F4,36.03=58.863, p<.001), but not distance (F3,27.04=.106, p=.956). Post-hoc comparisons 

with Bonferroni corrections show significant differences between all angular width 

conditions (p<.001) except for 50 vs. 75 % (p=1.0).  
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Figure 14. Study 1 Results: Trial Time and Effort 
Mean trial times by angular width and distance (left). Mean effort for width  (centre) 
and distance (right) conditions. Bars show ±2 SE. 

Effort: Participants provided scores after each condition for their perceived level of 

overall effort. We ran Friedman’s ANOVA tests for each factor followed by post-hoc 

Wilcoxon tests. We found an effect of effort on both angular width (χ2(4) = 63.44, p < .001) 

and distance (χ2(3) = 22.15, p < .001). Mean scores are shown in Figure 14. 

Discussion 

We find that task time is directly influenced by the ratio of the display width to FoV. 

Task time is optimal when the virtual display is roughly ¾ the size of the FoV, likely due to 

reduced head motion. We see a small change from 100 to 75%, but no improvement with 

the smaller 50% ratio. Interestingly, perceived effort scores, in response to display width, 

follow an identical pattern to task time. We find that participants perceive increased 

discomfort at the nearest display distance (40 cm), but task performance is unaffected by 
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distance. This result leaves open the possibility for direct input, as this latter factor is 

limited by the user’s reach.  

In the following study, we explore direct input for the average reach of 40-60 cm. As 

per our findings, in the remaining studies we restrict the window to be approximately ¾ of 

FoV width to fit completely within the FoV. 

Study 2: Single-Display Input Parameters 

Whereas Study 1 focused on visual output, Study 2 explores direct input. Our first goal 

is to determine which display distances best facilitate target selection. Our second goal is 

to see how the choice of spatial reference frame affects input that relies on reaching. In 

combination with Study 1, we can determine the ideal balance of design parameters to 

support both output and input. We expect that participants will benefit from propriocep-

tion with body-fixed or view-fixed windows, leading to lower targeting error. 

Participants, Task and Procedure  

We recruited 12 university students (two female, 21 ≤ age ≤ 35 years). From a resting 

position, participants were asked to quickly and accurately ‘touch’ the centre of a 10cm 

diameter bullseye target with their right hand (Figure 13c). The target is placed at one of 

five locations on a virtual window. Based on the outcome of the previous study, we chose a 

window width smaller than the FoV (70%). The target provided colour feedback to indicate 

correct or incorrect (the display is penetrated outside of the target region) selections. 

Participants began the next trial by returning their hand to the resting position. Input 

detection is provided by a Vicon tracking system.  
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Design 

We used a 3 × 3 within-participants design. The factors are: spatial reference frame 

(world-fixed, body-fixed or view-fixed); distance of the display (40, 50 or 60 cm) and target 

location (centre, top, bottom, left or right). Body-fixed and view-fixed displays appeared at 

a set distance from the participant’s body, as determined by the distance condition. World-

fixed displays are initially set at the same distance, but are fixed to world coordinates and 

do not move with the user. Distance and reference frame are presented in a random order 

to reduce learning effects. Within each condition, participants complete five blocks of 

trials. Within each block there is one trial at each location, presented in random order. To 

measure performance, we record trial time and target selection error. Participants provide 

ratings of perceived fatigue for each combination distance and reference frame by answering 

the question “What was the level of fatigue from this task?” We collected 3 distances × 3 

reference frames × 5 target locations × 5 trials × 12 participants = 2700 data points.  

Results 

We analysed task completion time, pointing error and subjective ratings of fatigue.  

We found no effects of time, so focus our reporting on the remaining metrics.  

Pointing Error: We define error as the distance between the detected selection and 

the target centre. For error analysis, we included all correctly completed trials. We 

compared error distances using a 3 × 3 × 5 univariate ANOVA.  We found main effects of 

distance (F2,22=4.443, p<.05), reference frame (F2,22=13.759, p<.001) and location (F4,44=4.780, 

p<.005) on pointing error. Post-hoc comparisons with Bonferroni corrections show sig-
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nificant differences between all pairs of distance (p ≤ .017) and reference frame (p ≤ .003). 

Mean pointing error distances are shown in Figure 15. There was also a significant 

interaction effect between distance and location (F8,88=3.762, p=.001). 

Fatigue: Participants rated fatigue on a 12-point Borg scale. As the Borg CR10 [155] 

scale was designed to be a linear mapping between perceived and actual intensity, we treat 

the resulting scores as scalar, using a univariate ANOVA. Results, as shown in Figure 15, 

reveal a significant effect of display distance (F2,22 =13.162, p<.001). However, we did not find 

an effect of reference frame (F2,22 =1.152, p=.334). 

 

      

Figure 15. Study 2 Results: Pointing Error and Perceived Fatigue 
Mean pointing error by reference frame and distance. (left). Mean perceived fatigue 
(rated using a linear Borg scale, from 0-10) levels by reference frame (centre) and 
target distance (right). Bars show ±2 SE 
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Discussion 

We were surprised to find that target selection is clearly more precise in the world-

fixed reference frame. Any benefits of proprioception in the other two reference frames 

were overshadowed by unintentional motion of the target window caused by the pointing 

motion. Although distance did not influence pointing speed, there was an unexpected 

effect of distance on pointing error. This effect was strongest in the body-fixed frame, i.e. 

when the window moves with the body, likely due to the unintentional window motion. 

Error was greatest at 60 cm, where participants’ arms were near full extension. Precision 

was particularly bad in the top and left target locations, which required a slightly greater 

(right-handed) reach. 

Study 3: Multi Window Layouts 

Having refined the distance parameter for direct input and visual output, we now 

investigate layouts of multiple windows, with target selection between two windows. Study 

1 showed the best task performance when the window fits fully within view. Multiple tasks, 

however, are likely to occupy separate windows that span beyond the user’s FoV. The ideal 

placement range is limited by human factors including the range of neck motion for a 

typical user and performance of direct input. As study 2 showed negative effects on 

pointing error from even subtle body motions, we use a world-fixed frame for optimal 

input. We choose a curved window layout for this study to keep targets within reach. 

However, a curved layout has a natural focal point. To determine if windows are best 

centred directly around the user, or offset to the side of the dominant pointing arm, we 
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include focal point as a study factor. The centre focal point is symmetrical to the participant 

whereas the right focal point coincides with the right shoulder. All windows are placed at 

an equal distance (50cm) from the current point of focus. Multiple windows are offset 

radially by a given separation angle (Figure 13e). 

Participants, Task and Procedure  

We recruited eight university students (two female, one left-handed, 21 ≤ age ≤ 35 

years) from our local campus. Participants are presented with a two small windows 

(Figure 13d). One window contains a start button and is placed at shoulder height directly 

in front of the focal point (centre or right-offset). The second window contains a bullseye 

target, and is displaced either horizontally or vertically from the start window. The 

participant begins by ‘touching’ the start button, then moves quickly and accurately to the 

target. 

Design 

We use a 4 × 5 × 2 within-participants design. The factors are: direction of display 

displacement (up, down, left or right); displacement angle (15°, 25°, 35°, 45°, 55°) and point 

of focus (centre of body or right shoulder). For each focus, participants complete ten 

consecutive blocks of trials, where one block contains all combinations of direction and 

angle. Trials in a block are presented in random order to prevent learning effects. The order 

of focus presentation is balanced between participants. We collected 4 directions × 5 

displacement angles × 2 points of focus × 10 trials × 8 participants = 3200 total trials. 
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Results 

Trial Time: Time is measured from the moment the start button is tapped until a selection 

is detected. For analysis of trial completion time, we included only correctly completed 

trials (i.e. the target selection falls within 5 cm radius of the target centre.) We removed 

the first trial from each condition (320 trials) to reduce learning effects. We removed a 

further 88 trials (3.15%) as outliers. The mean time of the remaining trials is 0.70 s (SD 

0.27 s). Mean trial times are shown in Figure 16. A univariate ANOVA reveals main effects 

of direction (F3,21 =7.252, p<.005) and angle (F4,28 =86.107, p<.001), but not for focus. Post-hoc 

tests with Bonferroni corrections showed significant differences between all pairs of angles 

and directions (all p<.001) except for up vs. left (p=1.0). There was also an interaction effect  

 

 

Figure 16. Study 3 Results: Trial Time and Pointing Error 
Mean trial times by direction and separation angle (left). Mean pointing error by 
direction and separation angle (middle). Mean pointing error by point of focus  
(right). Bars show ±2 SE. 
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between direction × angle (F12,84 =3.579, p<.001) as well as a 3-way interaction between 

direction × angle × focus (F12,84 =2.678, p<.005). 

Pointing Error: As in study 2, error is the distance between the detected selection and 

the target centre. For error analysis, we removed 138 outliers (4.31%). Mean values are 

shown in Figure 16. A univariate ANOVA revealed main effects of direction (F3,21.003=4.115, 

p<.05), angle (F4,28.010=6.290, p<.001) and focus (F1,7.002=21.204, p<.005). We also found a 

significant 3-way interaction for direction × angle × focus (F12,84.156=2.816, p<.005). 

Fatigue: Since this study requires both arm and head motion, we collected Borg ratings for 

both arm and neck fatigue. Due to the high number of conditions, we grouped separation 

angles into two groups, low (15°-35°) and high (45°-55°). We collected ratings for all 

combinations of direction, group and focus. We ran a 4 × 2 × 2 univariate ANOVA for each 

set of ratings. For arm fatigue, the test revealed significant effects of direction (F3,21 =4.734, 

p<.05), group (F1,7 =15.465, p<.01) and focus (F1,7 =5.984, p<.05). Neck fatigue showed only 

main effects of direction (F3,21 =5.500, p<.01) and  group (F1,7 =13.213, p<.01). Results are shown 

in Figure 17. 

 

Figure 17. Study 3 Results: Perceived Fatigue 
Mean perceived arm fatigue and neck fatigue by direction (left), group (centre), and 
focus (right). 
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Discussion 

Time and error are both higher for targets in the down direction than for up 

(Figure 16). Despite this finding, several participants preferred the down direction to up, 

as it reduced arm fatigue (Figure 17). Pointing time generally increases with angle, as 

expected, due to increased travel distance. However, there is a steep increase in around the 

35° mark, when the start button and target both fit barely within view. Although focus 

doesn’t affect pointing time, there is a significant reduction in error when the centre of 

curvature is shifted to align with the right shoulder. As a result of this finding, we explored 

various options for right-offset layouts before implementing the final study. 

Study 4: Display switching 

The goal of this final study is to demonstrate that the Personal Cockpit, tailored based 

on the above set of results, facilitates effective task switching over current methods of 

application switching on HWDs. Whereas our first three studies explored subsets of the 

overall design space through abstract studies, we designed a more ecologically valid task 

for this fourth study. 

Personal Cockpit Layout 

We envision the Personal Cockpit as a versatile, configurable window manager that will be 

useful for many scenarios, including on-the-go multitasking. However, since study 2 

showed that body-fixed windows are prone to target error, we use a world-fixed reference 

frame for our study.  To keep windows within easy reach of the user, we chose a curved 
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layout for the Personal Cockpit (Figure 18). Using the best input/output distance from 

studies 1 and 2, and the right-offset from study 3, we place each windows 50cm from the 

user’s right shoulder. To keep a 4 × 4 array within head range [135], we use a separation 

angle of 27.5°. To prevent window overlap, we reduce their width to 22cm (60% of FoV at 

50 cm distance). Once the window position is determined, we set each window’s 

orientation to face the user’s point of view. Finally, based on results from study 1, we correct 

the window viewing distances. Since the right-shoulder focus causes some of the windows 

on the user’s left to be placed uncomfortably close, we displace windows along the line of 

sight so each is a minimum of 50 cm viewing distance (Figure 18). 

 

Figure 18. Personal Cockpit Final Design 
Our final design of the Personal Cockpit (a, b) was based on findings from studies 
1-3, and was used in our final study. Displays are reduced in size to fit fully within the 
given FoV, and set at a depth of 50 cm for best use with direct input. The arc of display 
positions is focused on the user’s dominant arm to maintain a common reaching 
distance, with each display oriented toward the user’s face for orthogonal viewing. 

Participants, Task and Procedure  

We recruited 12 university students (three female, 21 ≤ age ≤ 40) from a local campus. 

Participants are presented with a set of windows showing everyday applications, 

representing ones that might be used on a real HWD. The goal is to scan the windows for 
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information needed to answer a question (Figure 19). The windows present all of the 

information required to select the correct answer, thus the participant must navigate 

between windows, but need not pan or scroll within the applications themselves.  

An example task goes as follows: the participant begins a trial by pressing the button 

on the Start window, triggering the appearance of icons on the Question and Map windows. 

The participant navigates to the Question window to find out who he is meeting. Next, he 

finds the message next to that person in the Messages window. It looks like he is meeting 

for pizza, so he navigates to the Map window to locate the pizza icon marked with the letter 

‘a’. Finally, he returns to the Question screen to select the correct answer, ‘a’, which ends 

the trial.  

There are two question types, one with four applications (Start, Question, Messages, 

Map), as in the example, and a second type that requires the participant to navigate five 

 

Figure 19. Study 4 Analytic Task 
Example of the application windows presented to participants in study 4. This 
analytic task requires participants to piece together information from multiple 
views to answer a question. 
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applications (Start, Question, My Contacts, Calendar and Map). The applications are 

randomly placed among empty desktop windows within an array of either 9 or 16 windows. 

The windows are laid out in space according to our Personal Cockpit design and the user 

switches applications by moving his head (Figure 20a). 

In addition to our Personal Cockpit design, participants must navigate using two 

baseline techniques with view-fixed displays: one with direct input and the other with 

indirect input (Figure 20b-c). In these techniques, the same application windows are 

arranged in a flat array, but the participant can only see those that fit within the 40° FoV. 

With the direct input technique, the user switches applications by panning the intangible, 

view-fixed surface (Figure 20b). This technique is analogous to panning on a typical 

smartphone. To assist direct input, we provide visual feedback to indicate whether the 

reaching finger is above, on, or behind the window surface. Based on previous work 

showing difficulties with depth judgement [38] and pilot testing, we provide a substantial 

‘surface’ depth of 8 cm. 

The indirect technique uses a wireless trackpad, with which participants control a 

cursor on the view-fixed display (Figure 20c). To switch applications, the participant must 

select a home icon at the bottom of the display, which leads to an overview of the entire 

array (c, inset). From the overview, he can select any window in the array, which brings the 

corresponding window into full view. This technique is similar to the menu interface on 

some existing HWDs (i.e. Moverio). For consistency, all application windows are sized to 

22cm width and placed at 50 cm viewing distance for both view-fixed techniques. 
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Figure 20. Study 4 Techniques 
Study 4 tested our design using head motion against two baseline techniques using 
abstract navigation techniques with view-fixed displays. a) our final Personal 
Cockpit window layout design, without FoV constraint in for demonstration. One 
baseline technique used direct input for panning (b), and the second technique 
used indirect input on a trackpad (c) to navigate to and from a home screen. 

Design 

We use a 3 × 2 × 2 within-participants design: technique (PC: Personal Cockpit with 

direct input; VD: view-fixed with direct input; or VI: view-fixed with indirect input); 

complexity (3 × 3 or 4 × 4 array of virtual windows) and question type (type I or II). Within 

each technique, participants completed four sets of questions, one for each combination of 

complexity and question type. For each new set, applications were moved to new random 

window locations, but with a minimum of one application for each row and column in the 

layout array. Each set of four questions was completed using the same window layout. 

Techniques and complexities were fully balanced between participants. Type I questions 

always preceded type II. 
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Results 

Trial time was measured as the duration between the task start and the selection of 

the correct answer. We collected 3 techniques × 2 complexities × 2 question types × 4 

questions × 12 participants = 576 data points. Of these we removed 24 outlier trials (4.17%). 

The mean time was 19.91 s. Conditional means are shown in Figure 21.  

Participants completed the trials significantly faster (F2,22=94.845, p<.001) using PC 

(mean 13.57 s) than either of the view-fixed techniques (23.73 s for VD and 23.45 s for VI, 

Figure 21). Post-hoc tests with Bonferroni corrections showed significant differences 

between techniques PC vs. VD and PC vs. VI (both pairs p<.001), but not between VD vs. 

VI (p=.547).  

The univariate ANOVA revealed significant effects of complexity (F1,11.187 =39.937, 

p<.001) and question type (F1,11.051 =11.143, p<.01). The simpler 3 × 3 complexity had a mean 

      

Figure 21. Study 4 Results: Trial Time 
Mean time for study 4 by technique, complexity and question type (left). Interaction 
effects by technique × complexity and technique × question type (right). Bars show 
±2 SE. 
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time of 18.33 s while the 4 × 4 trials averaged 22.15 s. Question type I was also faster than 

type II (18.65 vs. 21.82 s). We also found interaction effects (Figure 21) between technique 

× complexity (F2,22 =5.976, p<.01) and technique × question type (F2,22 =3.747, p<.05). 

To measure fatigue, we collected subjective ratings of arm fatigue and neck fatigue 

for each combination of technique and complexity. Means are shown in Figure 22. We ran 

3 × 2 univariate ANOVAs for both arm and neck fatigue. For arm fatigue, the test revealed 

significant effects of technique (F2,22 =22.045, p<.001) and complexity (F1,11.090 =7.510, p<.05). 

Post-hoc tests with Bonferroni corrections show differences between PC vs. VD and VD vs. 

VI (p<.05 for both pairs). There was also a significant interaction between technique and 

complexity (F2,20 =2.761, p<.05). For neck fatigue, there was a main effect of complexity 

(F1,11.168 =8.822, p<.05) but not technique (F2,22.405 =7.334, p=.055). 

      

Figure 22. Study 4 Results: Perceived Fatigue and Technique Preference 
Mean Borg scale ratings for perceived arm fatigue (left) and neck fatigue (middle). 
Ten of twelve participants (83.3%) preferred the Personal Cockpit technique, using 
head motion, over two baseline techniques using abstract navigation with view-
fixed displays (right). Bars show ±2 SE. 
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Discussion 

Our final study shows potential for the Personal Cockpit as an alternative to 

interaction with view-fixed displays. Our technique is more efficient than both tested view-

fixed techniques and less tiresome than direct input on a view-fixed display. Of the 12 

participants in our study, 10 chose the Personal Cockpit as their preferred technique in a 

post-study questionnaire (Figure 22). Several participants commented that the Personal 

Cockpit was “easy to navigate”. One participant said, “I liked the speed of navigation - I was 

able to move around quickly and in such way it reduced the amount of work.” Others 

mentioned that it was “productive” and “the most natural”. 

The Personal Cockpit is also scalable. Whereas the panning technique (VD) shows a 

large increase in time with a greater number of application windows (Figure 21), the 

Personal Cockpit shows only a small increase, as with the indirect method (VI). Despite the 

use of direct input and necessity of head motion, participants rated the Personal Cockpit 

on par with the indirect interaction technique (VI). 

Our results are positive but come with some limitations. We tested only 2 baseline 

techniques. Although faster untested navigation techniques may exist (e.g. joystick or 

trackball), these may not have all of the advantages of the Personal Cockpit (i.e. unoccluded 

forward view; facilitates both navigation between windows and interaction with window 

contents). Further study with additional tasks is required for generalization, however our 

results are in line with those of prior research [21,38,121]. Further studies with actual HWD 

hardware are required for ecological validity.  
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Personal Cockpit Interactions 

To further illustrate the utility of the Personal Cockpit, we created several interactive 

demonstration concepts. We implemented these in our CAVE emulation to show how the 

Personal Cockpit might be useful in real-life scenarios. 

Window Overview: Although the Personal Cockpit user can access many applications 

quickly and easily, there may be times when an overview (also known as a ‘World in 

Miniature’ in VR [193]) of all open windows is useful. With a command gesture, the user 

can shrink the Cockpit layout into a palm-sized sphere (Figure 23a), which fits easily into 

view. Attached to the non-dominant hand, the user can manipulate the sphere for 

convenient viewing.  

Changing Frames of Reference: The Personal Cockpit is as mobile as the HWD device 

and can be designed to follow the user on the go with a body-fixed reference frame. When 

at work or at home, the Cockpit windows can be fixed to a wall or other available space 

[130,164]. In this demo, a user can switch between a flat, world-fixed layout and a curved, 

body-fixed layout with a tap on the HWD (Figure 23b). 

Manual Arrangement: Our Cockpit design in Study 4 demonstrates a customized 

automatic layout. Depending on the situation, the user may want to rearrange the windows 

manually. In this demonstration, the user can grab, move and resize windows at his leisure 

using in-air pinching gestures. To open a new application window, the user grabs an icon 

from a task-launcher window and places it in an empty location, where a new window 

springs into view (Figure 23c). A hand-fixed reference frame is convenient for bimanual 

interaction techniques. 
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Window Intercommunication: In multitasking situations, two or more windows may 

be tied to the same task. For instance, many tasks can have peripheral information or tool 

palettes in a secondary display. We demonstrate a colour-picker tool, in which the user can 

select a colour to tint a photo in a separate application window (Figure 23d). 

 

Figure 23. Personal Cockpit Interaction Scenarios 
We implemented several examples of potential interactions using a Personal 
Cockpit interface to manage layouts and applications: a) changing from world-fixed 
to body-fixed layout; b) opening a new application window; c) window 
intercommunication; and d) shrinking the Cockpit to a palm-sized overview. 

Translating the Personal Cockpit to a HWD 

Our next step is to demonstrate that Personal Cockpit’s design advantages transfer to 

a real-world HWD. As display and tracking technologies advance, systems will be able to 

support fully-mobile implementations. We outline some important challenges for this 

realization. 

Body-Fixed Stabilization: In Study 2, we found that naïvely fixing windows to body-

fixed coordinates leads to selection inaccuracies with slight body motions. Based on this 
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finding, we envision a hybrid between world- and body-fixed reference frames for mobile 

use. When the user is standing still, the layout becomes purely world-fixed. When he begins 

moving again, the system detects this and brings the Cockpit along. Other approaches 

include using a low-pass filter to smooth and stabilize motion.  

Pseudo-Occlusion: An important problem we discussed earlier (Direct Input, in 

Design Factors section) is that a HWD lies between the viewer and the input space. This 

causes the display image to occlude any outside objects, including the user’s hands. We 

propose the concept of pseudo-occlusion to solve this. The system would accurately track 

the hands’ position in nearby space. When the hand is placed between the HWD and a 

virtual window, the system subtracts the interfering region from the rendered window, 

making it appear occluded by the hand.  

Transfer to Wearable Technology: Our emulation of the FoV limitation in a CAVE 

environment provided us with several advantages in implementation and tracking. Further 

research is required to discover the limitations of applying a functional Personal Cockpit 

interface on current and near-future hardware with variations such as different image plane 

distances. We also must answer questions about the effectiveness of transparent displays 

in real situations, such as with objects moving in the background or while walking. 

4.3 Conclusion 

We take away the following lessons from our investigation: 

1) The spatial multi-window layout of our design allows fast task switching, 

requiring only 60% of the time of the 2 tested view-fixed interaction techniques. 
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2) Virtual windows are compatible with direct input, even with a limited FoV. 

Windows can be placed as close as 50 cm, even with a 1 m distant virtual image 

plane.  

3) Body-fixed reference frames are subject to higher targeting error than world-

fixed windows, due to unintentional perturbations caused by reaching motion. 

4) A curved layout is subject to lower error and arm fatigue when offset to align 

with the dominant limb. 

5) The Personal Cockpit is scalable within reasonable limits. Greater window offset 

angles, and thus greater window numbers, lead to increased head motion. This 

can lead to longer task switching times. 
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5 World-Integrated Window Layouts 

In this chapter, we primarily explore the integration of displays into the built 

environment. Whereas the previous chapter explored egocentric (body-fixed) window 

layouts to maximize mobility, this chapter focuses on exocentric (world-fixed) window 

layouts. In particular, we explore how to help integrate an SAI into the user’s surroundings 

by aligning windows with existing surfaces. Our goal is to minimize the intrusiveness of 

the interface, making it suitable for ambient applications, or to coexist alongside existing 

objects (e.g. kitchen appliances) or interface components (e.g. desktop computer), and 

make information fit seamlessly into the user’s current activities. We call this interface 

design the Personal Façade [60,61]. 

 The Personal Façade attempts to preserve a user’s familiarity with the spatial layout 

of a set of application windows by preserving its relative configuration. To help the 

windows integrate seamlessly into the environment, it also avoids occluding important 

objects in the scene. The Personal Façade’s layout manager balances multiple weighted 

constraints to find a candidate layout from the given search space. While a wide range of 

constraints are possible, the primary constraints we explore are spatial constancy and visual 

saliency. The spatial constancy constraint maintains the relative spatial relationships 

between windows as they might appear in a Personal Cockpit layout, including their given 

order and positions relative to the user. This keeps layouts consistent between different 

rooms (Figure 24), to support mobility between various environments. The visual saliency 

constraint prevents windows from occluding important objects detected in the user’s view 
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to minimize intrusion of the interface and maximize the potential for smooth integration 

into the surroundings. 

To understand the importance of the Personal Façade’s constraints, consider the 

following scenario: A busy executive sitting in his office (Figure 24a) quickly glances at an 

agenda he knows is on the desktop to his lower-right; before initiating a call, he rapidly 

locates a meeting place on a map found on a wall above, to his upper-right. Later, while 

sitting in his living room (Figure 24b) he hears a notification. He instinctively looks to his 

lower-right, where he again finds his agenda; however, this time it appears on a nearby 

seating surface. To refresh his memory of his upcoming meeting location, he looks up to 

the map application, once again positioned on an adjacent wall to his right. These actions 

are done using natural motions and spatial memory, and do not require holding a device 

or navigating through multiple application layers. 

5.1 Related Work 

The concept of window managers for assisting task organization can be traced back 

to early developments of personal computers, and their incorporation into spatial user 

interfaces (SUIs) occurred early in the history of virtual reality [64]. With the introduction 

of see-through head-mounted displays, researchers such as Feiner et al. [63] and 

Billinghurst et al. [22] imagined multiple windows being anchored to different objects in 

the environment or arranged in body-centric configurations. Later work recognized the 

potential of a 3D spatial environment for leveraging spatial memory to assist the recall of 

items [1,177]. Computer users have been shown to be extremely adept at using spatial 
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memory to find previously seen items, however this ability requires that items remain 

spatially constant [130,164,182,201]. The application of spatial constancy to location recall 

has received little attention in the context of SUIs, despite foundational developments 

making it possible in AR applications (i.e. registration) [115]. 

 

Figure 24. Personal Façade Spatial Layouts 
The Personal Façade integrates multiple applications into surfaces in the user’s 
surroundings. Application window layouts remain spatially consistent in different 
environments (e.g. a) an office and b) living room) while avoiding occlusion of 
important scene objects. 



World-Integrated Window Layouts 

96 

In addition to optimizing spatial constancy, the Personal Façade layout manager takes 

into account surface geometry and background visual appearance for determining the 

placement of application windows in the surrounding environment. The exploitation of 

surface geometry is of potential benefit to HWD interfaces, for instance to improve content 

legibility by mitigating dual disparity [114] or to provide a tangible input surface. However 

surface structure has been explored primarily in the context of projection-based interfaces, 

which explicitly require a projection surface such as the workplace walls in the visionary 

Office of the Future [173]. The introduction of portable handheld projectors led to systems 

that dynamically adapt to the environment’s surface geometry [36,172]. An early goal of 

these systems was to correct distortion for legibility. Such perspective correction can also 

be used when the observer is mobile, for example in multi-display environments [150].  

Surface detection has also inspired the development sophisticated ‘immersive room’ 

environments, in which projection surfaces encompass entire walls while maintaining 

awareness of objects within the room [102,214,215]. Surfaces can be detected dynamically to 

allow projection onto moving surfaces such as paper or people’s hands [176,226]. Advanced 

prototype systems consisting of sensors and projectors have been developed to 

simultaneously map the environment and support projection-based interactions [147]. 

Surface detection has also been incorporated into AR interfaces through the exploration of 

low-cost techniques such as vanishing line detection [74,119]. In contrast, the Personal 

Façade assumes the existence of a complete spatial model, which may in future be routinely 

stored and made available on demand.  
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In contrast to surface geometry, issues of interference with a display’s background 

have been primarily explored in the realm of augmented and mixed reality. These 

applications require thoughtful placement of content with respect to the real-world 

background, particularly on see-through HWD screens, on which foreground content 

cannot be made fully opaque. For example, to mitigate the negative effects of background 

texture and luminosity on text legibility [70,120], researchers proposed text colour and 

contrast adjustments [70] or algorithms to move text to an optimal region of the display 

for readability [120]. Researchers further elaborated on such techniques by repositioning 

content dynamically for a moving background [159,160] or by considering components such 

as background colour [92,203] or visual saliency [74]. Our layout manager is the first to our 

knowledge to combine both visual saliency and 3D geometric constraints within the same 

implementation. 

In relation to window management, little research has been done to specifically 

provide efficient access to multiple applications in SUIs. Bell and Feiner [18] introduced an 

efficient algorithm for dynamically keeping track of available space. One particular work 

that is closely related to ours, describes the implementation of a window-manager for 

multi-projector displays, wherein windows are arranged to maximize the available 

projection space [219]. However, unlike our method, this layout manager does not maintain 

spatial constancy of application windows as it is not concerned with changing 

environments. Other work on HWD interfaces however has explored dynamic content 

placement, for example preventing occlusion of important objects [19]. Some early research 

explored the concept of attaching application windows to objects using fiducial 
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markers [50,63]. The Personal Façade determines layouts dynamically using only 

information extracted form camera images and a mesh model.  

5.2 The Personal Façade  

The Personal Façade is a multi-application management tool for stereoscopic HWDs. 

Its main component is a window layout generator that embeds virtual 2D application 

windows in the environment using camera image and depth sensor data. Automatic layouts 

are created at run time based on the user’s current position and orientation, and take into 

account the geometry and layout of the room. Manual operations are also provided to 

manually configure layouts for analytic multitasking. 

Window Layouts in the Environment 

The Personal Façade’s layout generator uses a variety of heuristics such as surface 

geometry and visual saliency to determine where to place application windows in the user’s 

environment. Following is a list of the heuristics that might be considered by a content 

manager for stereoscopic, see-through HWDs. Below, Table 6 provides a summary of these 

heuristics along with a list of prior implementations that have considered each heuristic. 

This list is not comprehensive but shows how our implementation fits within the current 

state of the art. 

Surface structure 

Indoor environments contain an abundance of flat, smooth surfaces, which are ideal 

for placing 2D content. Additional structural considerations are the size and shape of a 
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given region, its ‘orthogonality’ (the facing direction of a window relative to the user’s 

view), and its location, including relative direction and visibility. 

Background appearance 

Many regions in an environment will contain important visual information that 

should not be occluded. Visual saliency algorithms (e.g. [33]) model regions of a scene that 

are visually important to human observers. Additional semantic information can be used 

to identify highly important objects such as faces and text [19,39]. In addition, transparent 

displays are susceptible to visual effects of texture, colour and luminosity, thus regions that 

interfere with content legibility should be avoided. 

 

 Heuristic Usage 

Surface structure 

Surface normal [102,115,119,214,215], PF 
Size and shape [219], PF 
Orthogonality [150] 
View direction PF 
Visibility PF 

Background 
appearance 

Visual saliency [74], PF 
Semantic importance [19] 
Texture [70,120] 
Color [92,203] 
Luminosity [70,120,159,160] 

Layout consistency 
Spatial constancy PF 
Window overlap [219], PF 
Relative order PF 

Table 6. Personal Façade Related Work Overview 
Heuristics for placing application content in the environment and prior art that has 
used each heuristic. Items uses in the Personal Façade are marked with ‘PF’. 
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Layout consistency 

A layout manager should make it as easy as possible for users to find information. 

Spatial constancy, which has been shown to improve task switching time in standard 

desktop interfaces [201], should be preserved from one environment to another, despite 

environmental differences in surface structure and background appearance. The 

arrangement of windows should also minimize overlap and maintain the relative order of 

windows (i.e. left-to-right and top-to-bottom). 

5.3 Implementation 

We implemented the Personal Façade using Unity3D on a desktop computer with an 

NVIDIA Quadro 600 GPU. We created two mock environments for development and 

testing, made to resemble a typical office and living room (Figure 25a,b). Users are able to 

view the Personal Façade on an Epson BT-100 stereoscopic HWD with 23° diagonal FoV, 

tethered by a composite video input. We track the HWD using a high precision, low latency 

Vicon tracking system, thus the virtual content appears through the HWD to be accurately 

superimposed on the physical environments. 

Automatic Layout Generator 

Our window layout generator places windows in the mock environments using 

heuristic-based constraints, such as the layout’s spatial configuration and visual salience of 

the occluded background. A key contribution and component of this layout method is the 

application of spatial constancy in a real-world spatial layout. However, the concept of 
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spatial constancy in a 3D spatial interface has several possible interpretations. Unlike the 

fixed space of a display screen, spatial interfaces inhabit various possible coordinate 

systems, for instance room-fixed [63] or body-centric [22]. Thus, constancy could imply 

that windows are fixed within the environment, or that they stay fixed relative to the user’s 

body. In the Personal Façade, we take a hybrid approach; we use a body-centric reference 

frame to keep the layout consistent in different environments. However, we assume the 

existence of a 'primary' viewing location and direction, which we use to transform the body 

centric reference frame on to room coordinates. This assumption holds in many real-world 

environments, for example in an office with a single desk chair. It remains an interesting 

topic for future work to explore how and when users would opt to update their window 

layouts as they move about an environment. 

Adherence to spatial constancy is further complicated by the visual appearance of the 

surroundings. The layout generator displaces windows when important background 

objects are detected, but attempts to minimize such displacement. The primary goal of our 

layout generator is to perform a balancing act between these opposing constraints to 

provide satisfactory but efficient layouts. 

Our layout generator uses a Monte Carlo approach derived from the Metropolis-

Hastings algorithm [88], following from similar implementations that have been shown to 

be effective for creating constraint-based layouts of objects in space [71,137]. This algorithm 

evaluates a sequence of proposed solutions, which are incrementally improved on for a 

fixed number of iterations, with some allowance for random perturbations. Within the 

evaluation, we define a set of weighted constraints that help us find a suitable layout for 
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the application windows. A constraint is a function that generates a positive score 

indicating the ‘goodness’ of a window location (or set of window locations). While a great 

number of such constraints are imaginable, we used a minimalistic set in our 

implementation, with the primary constraints defined as follows: 

Adherence indicates the location of a window with respect to its location in the default 

configuration. Windows with a high adherence are obeying the principal of spatial 

constancy, which makes them easy to find in different environments. The score is 

calculated as the angle distance of a window’s candidate position from its default position, 

normalized over an arbitrarily chosen maximum angle of 30°. 

Non-occlusion measures the degree to which a window is occluding, or overlapping 

important background information. To quantify this constraint, we measure the 

background saliency of a region that a window in the candidate position would occupy. 

High non-occlusion scores are given to windows in regions with low visual saliency.  

We also apply constraints taking into account the View Direction (to align windows 

as closely as possible to the user’s forward view), the Surface Fit (whether a window lies 

fully in a polygon), users’s Line-of-Sight (all window corners are in visible locations), 

Relative Order of windows (whether windows maintain their spatial relations e.g. left-of), 

and Overlap (whether windows overlap others). Additional constraints, which we leave for 

future work could include Color & Contrast (choose locations to maximize legibility), 

Predictable Locations (align windows with landmarks such as room corners, wall centers or 

viewer horizon), Maximal Size (choose locations that allow large window sizes) and 

Application Context (by placing windows in locations that best suit the application 
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context [65], for example a clock above a door or a weather report affixed to an outdoor 

window). 

Window Layout Algorithm 

The algorithm input consists only of data extracted form a mesh model and a single photo 

of each environment. The mesh models (Figure 25g,h) were made using Kinect Fusion [101] 

and the photos (Figure 25a,b) were taken with a typical SLR camera with a wide-angle lens 

(110°). In our current implementation we generate a static 3D Model of the scene 

beforehand, although we envision such a system working in dynamic settings in real time 

(see Summary and Future Work, below). We begin by searching the vertices of the mesh 

models for regions of uniform surface normal, from which we extract a set of surface 

polygons (Figure 25c,d)  using a greedy search with Hough transforms [187]. Meanwhile, 

we compute a saliency map of both scenes using the AIM saliency algorithm of Bruce and 

Tsotsos  [33] (Figure 25e,f). We chose this saliency method from many available options 

because of the high contrast and preserved boundaries regions in the saliency map. Finally, 

we calibrate the 3D model space with the 2D image space of the saliency map using 

Bouguet’s toolbox [28] (Figure 25g,h). This provides all of the information needed to enable 

a rich number of layout options for indoor scenes. 

 

 



World-Integrated Window Layouts 

104 

 

Figure 25.  3D Saliency Map Generation 
Our preprocessing pipeline, shown in the office (a) and living room (b) test 
environments. First, surface polygons are generated from the mesh models (c, d). 
Next, saliency maps are created using AIM [33]. Light regions are high salience with 
contrast increased for demonstration). Lastly, saliency maps are projected onto the 
models using a screen- to model-space transformation (g, h). Red nodes are high 
salience. A power law transformation is applied to widen the range of scores. 
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For calculating window layouts, we use a region 90° wide × 45° high, centered on the 

forward view, discretized into increments of 5°.  Since finding the optimal layout 𝐿𝐿 for a set 

of n windows in a given environment is not currently obtainable at interactive speed, we 

instead use a Monte Carlo approach derived from the Metropolis-Hastings algorithm [88]. 

Similar implementations have been shown to be effective for creating constraint-based 

layouts of objects in space [71,137]. This algorithm evaluates proposed solutions which are 

incrementally improved over a fixed number of iterations, with some allowance for random 

perturbations. 

First, we define the layout solution space as the set of all possible assignments of a set 

of application windows 𝑊𝑊 to unique points in 𝑃𝑃𝐸𝐸. We define a ‘goodness’ function 

𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺(𝐿𝐿) ≔  �𝛼𝛼𝑖𝑖 ∙ 𝑟𝑟𝑖𝑖(𝐿𝐿𝑖𝑖)
𝑖𝑖

 

where 𝛼𝛼𝑖𝑖 is an optional weight, 𝑟𝑟𝑖𝑖: (𝑂𝑂𝑖𝑖 ⊆ 𝑂𝑂) → ℝ is a constraint operating on a subset of the 

parameters 𝑂𝑂, 𝐿𝐿 is a proposed layout solution, and 𝐿𝐿𝑖𝑖 is a subset of the layout containing 

only the windows with constraints 𝑂𝑂𝑖𝑖. 

The algorithm follows the procedure in Figure 26. In each iteration we randomly 

select a position for one of the windows and re-evaluate the goodness function. We update 

the solution if improvement was found or with probability p (p = 0.005 in our case). This 

random factor allows the algorithm to escape local maxima to find better solutions. In our 

evaluations, we run 2000 iterations of this algorithm to generate an initial solution, then 

an additional 500 iterations for a ‘fine-tuning’ phase, in which the pool of possible positions 

for each window is restricted to within 0.2 m of that in the previous iteration. The primary 

phase finds a ‘good’ layout from the whole available space and the fine-tuning phase 
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optimizes that layout within the local maxima. The mean run-time of the procedure in the 

Unity framework is 3.26 s, however this time can be substantially optimized, for instance 

by eliminating the mesh model and by cropping to reduce the number of raycasting 

operations. 

Random Walk Algorithm 
Iterate(∞) 
Iterate(0.2 m) 
Function Iterate(radius r) 
L ≔RandomSolution() 
bestLayout : = L 
bestGoodness: = Goodness(L) 
for 𝒊𝒊 ∶=1 to numIterations do 
     w ∶= RandomWindow(W) 
     position (w)∶=RandomPosition(PE,w,r)  
     L := L ∩ w 
     if Goodness(L) > bestGoodness then 
          bestLayout : = L 
          bestGoodness ≔ Goodness(L) 
     else 
          if  𝒓𝒓𝒓𝒓𝒓𝒓𝒓𝒓 <  𝒑𝒑 then 
               bestLayout : = L 
          end if 
     end if 
end for 
return bestLayout 

Figure 26. Random Walk Algorithm 
The random walk algorithm we use to find window layouts is similar to that of Gal et 
al. [71], which is based on the Metropolis-Hastings algorithm [88]. 

Generated Layouts 

Some typical outputs produced by the layout generator are shown in Figure 27. These 

outputs are generated using different possible weighting schemas of our constraint 

functions as shown in Table 7. Each promotes a different balance of Adherence and Non-

occlusion. The Balanced condition is ideally tuned for the Personal Façade to balance both 
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of these important yet contrasting factors in our test environments (Figure 27b). Through 

trial and error, we found that the Non-occlusion constraint requires a higher weight than 

Adherence to prevent windows from frequently overlapping high salience regions, such as 

the area surrounding the desktop monitors in the office setting (Figure 25g). Two 

alternative layout approaches are generated for comparison. The Constancy layout is given 

a Non-occlusion weight of zero. This theoretically causes each window to be projected onto 

the nearest surface in line with its default position, however the other constraints and the 

algorithm’s random element cause some deviation (Figure 27c). Conversely, the Saliency 

layout has an Adherence weight of zero. This causes windows to congregate in low salience 

basins of the environment’s saliency map, regardless of their distance from the default 

location (Figure 27d). However, we provide the View-direction function in place of 

constancy to help prevent windows from moving to extreme distances from the user’s 

forward view. 

 

Layout Adherence Non-occlusion View-direction 

Balanced 1 2 0 

Constancy 1 0 0 

Saliency 0 2 1 

Table 7. Constraint Weighting Schemas 
This table shows three possible constraint weighting schemas for the Personal 
Façade’s layout generator. Each layout promotes a different balance of spatial 
constancy and visual saliency. All other weights are set to their default value of 1. 
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Figure 27. Personal Façade Schema Comparison 
Default window locations (a), are set in a ‘floating’ array, 50 cm from the user’s 
viewing position, indicated by the green sphere.  Resulting surface layouts, 
generated with each of the constraint weights shown in Table 7: Balanced (b), 
Constancy (c) and Saliency (d). The Balanced layout (b) produces a tighter grouping 
than the Saliency layout (d), but without occluding the central salient area (i.e. the 
computer monitors and desk – see Figure 25g), as with the Constancy layout (c). 

 

For comparison, Figure 28 shows several additional examples of generated layouts. 

These include four- and six-window layouts in both the office and living room 

environments. For each combination we show one example of each constraint weighting 

scheme from Table 7. We evaluate these layouts in a user study, described in the following 

section. 
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Figure 28. Detailed Schema Comparison 
Results of each layout weighting scheme in both environments, with layouts of 4 and 
6 windows. The user viewpoint is positioned 1.5 m above the floor, 1.5 m (2.0 m) from 
the wall in the office (living room) environment. 

5.4 Study 5: World-Fixed Layouts 

We designed a user study of the Personal Façade layout manager with two objectives: 

1) to determine if the layout weighting schemes produced layouts with the intended 

qualities and 2) to observe real users interacting with the system through a HWD and 

collect qualitative feedback. To achieve these goals, we timed participants finding windows 

in the three layout alternatives introduced in the previous section (Balanced, Constancy 

and Saliency; Table 7) and conducted follow-up interviews. 

To determine effects of the environment, we conducted the study in both of our test 

environments described above (Figure 25a,b). We arranged these environments to contain 
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different degrees of surface complexity (Figure 25c,d) and visual salience (Figure 25g,h). 

The Office was denser and more constrained, while the Living Room provided more open 

space. 

Participants  

Twelve participants (four female, two left-handed, ages 18-40), volunteered for the 

study. All participants had normal or corrected vision and were screened for deficiency in 

perception of color and stereoscopy. All were regular smartphone users and none had 

previous experience with a HWD nor were familiar with the concept of window layout 

interfaces with such devices.  

Task and Procedure 

To probe the effects of spatial constancy and saliency in the Personal Façade’s layout 

approach, we implemented a visual search task, a typical task for querying about the effects 

of a visual layout on spatial memory [56,182,201]. Our task was composed of two phases. In 

the first phase, participants scanned a pre-defined layout of six windows, arranged in a 

body-centric array (Figure 29a) similar to that described in the Personal Cockpit 

interface [56]. Each window showed a randomly chosen three-digit number, with the target 

window highlighted in light green. This initial phase allowed participants to register the 

contents of the target window stimulus and the window’s relative location in the array. 

When ready, the participant pressed a button on a handheld wand (Figure 29b) to begin 

the second phase. This triggered the Personal Façade’s layout generator, after which 
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Figure 29. Study 5 Stimulus and Apparatus 
The stimulus (a) and apparatus (b) used in the Study 5. c) A window being selected 
during the search task, as viewed through the HWD. 

windows reappeared on surfaces in the environment. After locating the target window, the 

participant selected it using a virtual ray appearing to extend from the wand (Figure 29c). 

Participants were allowed to experiment with the interface and get familiar with the 

apparatus. They were given sufficient training in each environment, and adequate breaks. 

We asked participants to be as efficient as possible. 

The experiment used a 3 × 3 × 2 within-subjects design with the following factors: 

• Layout: Balanced, Constancy, and Saliency 

• Room: Office and Living Room  

• Viewing Angle: Left, Center and Right  

We set the viewing position to roughly 1.5 m from the wall in the Office setting, facing 

the desk. In the Living Room, the viewing position is farther back, about 2.3 m from the 

wall, giving a wider, more open view. For experimental validity, we controlled the user 

viewing position in each environment, however to prevent overly-repetitious layouts, we 

altered the initial Viewing Angle by increments of 30°. All factors were balanced to mitigate 
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learning effects, with half of the participants starting in either Room. For each Room, 

participants completed 2 blocks of rotating Viewing Angle within each Layout. Timeouts 

(30 s) and incorrect selections were requeued at the end of each block, resulting in a total 

of 432 data points (12 participants × 3 Layouts × 2 Rooms × 3 Viewing Angles × 2 Blocks). 

We recorded the search time for each trial, measured from the completion of the layout 

calculation until the target selection. 

While the search task allows us to measure layout efficiency, we followed with a 

second task to gauge the layout quality. In each environment, we showed participants one 

instance of each Layout in the Center Viewing Angle, this time allowing participants to take 

their time to explore the layout in detail. To quantify the amount of overlap with highly 

salient objects, we asked participants to count the number of windows covering the objects 

in cluttered regions of the Office (i.e. the desktop monitors, keyboard and mouse). We also 

collected responses to questions such as which windows were covering objects the 

participants thought were important and what they liked or disliked about the layout in 

general. 

Apparatus 

Content was displayed stereoscopically on a commercially available HWD, an Epson 

Moverio BT-100. This device has a 23° diagonal FoV, weighs 220 g and has a display 

resolution of 960 × 540 pixels with a refresh rate of 60Hz. The device measures 17.8 × 20.5 

× 4.7 cm. Layouts were computed on the same machine and testing environment described 

in the implementation section, above. 
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Results 

This section discusses the results of our user study of the Personal Façade. First we 

discuss the quantitative metrics, of search time and the number of incidences of 

background occlusion. We then give a summary of qualitative feedback we collected. 

Search Time 

The mean search time of the 432 successful trials (excluding 4 timeouts and 4 

incorrect selections) was 4.11 s (SD 3.31). Mean times for each Layout between Rooms are 

shown in Figure 30a. We applied a log-transform on the non-normal search time data 

before using a univariate ANOVA.  Our analysis showed a main effect of Layout 

(F2,22=29.759, p<.001). Post-hoc comparisons with Bonferroni corrections showed significant 

differences between Balanced vs. Saliency (p<.001) and Constancy vs. Saliency (p<.001), but 

not Balanced vs. Constancy (p=1.0). Saliency was slowest overall (mean 5.07 s), with 

Balanced and Constancy taking similar times on average (3.66 s and 3.61 s, respectively). 

The mean search time was greater for the Office (4.44 s) than the Living Room (3.79 s), 

however the effect was not statistically significant (F1,11=4.566, p=.056). There was however 

a main effect of Viewing Angle (F2,22=11.930, p<.001) due to differences in the facing surface 

complexity at different viewing angles. We also found an interaction effect between Layout 

and Room (F2,22=5.693, p<.05).  
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Overlap with salient objects 

We ran Friedman’s ANOVA on the reported number of windows overlapping the 

highly-salient region of the Office environment (i.e. the desktop monitors, keyboard and 

mouse) to look for effects of Layout. We found a significant effect (χ2(2) = 20.591, p<.001) 

and post-hoc Wilcoxon tests showed differences between all pairs (p <.05). Mean counts 

are in Figure 30b. 

 

Figure 30. Study 5 Results: Task Time and Scene Occlusions 
a) Task time by layout weighting schema for each environment. b) Average number 
of windows counted that were overlapping salient objects (i.e. the desktop monitors, 
keyboard and mouse) in the central region of the Office environment. Bars indicate 
±1SE. 

Qualitative Feedback 

Participants provided many insightful comments about the layouts and locations of 

individual windows. Below we summarize the general trends, which we believe will be 

useful for informing the design of constraints for future versions of the Personal Façade: 
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Important scene objects 

Participants expressed many individual opinions about what objects should not be 

overlapped. However, there was a general consensus that the office computer equipment 

should not be covered, particularly the monitors. Most participants did not like occlusions 

of the keyboard or mouse, although one participant felt the “keyboard is not important” 

because he can type by touch, while others were not concerned about the number pad. 

Conversely, most participants did not mind when windows covered other utilitarian or 

decorative objects such as the coatrack, books and wall hangings, although some noted it 

depends on the particular content of the item or situational context (e.g. pictures are 

acceptable to cover in a work environment). These results highlight the importance of 

customization in Personal Façade. The interface would benefit from additional knowledge 

about what objects are important to users. 

Context 

Window locations can have strong contextual associations. For instance, one 

participant particularly liked windows on the office desk surface, because it “fits the office 

paradigm”. One participant considered high windows as “urgent”, while a low window was 

“ready for the recycle bin” and windows below the desktop monitor were akin to “sticky 

notes”. Contextual input would help the Personal Façade to determine suitable window 

placements. 
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Temporal considerations 

Some window locations were not liked by participants because of anticipated future 

events. For instance, a window covering the living room’s TV or wall plugs is not ideal, 

because those objects might be used. Similarly, a window should not be placed directly 

above the couch because someone might sit there. Future improvements can enable the 

Personal Façade to continuously scan environments in real time, allowing such temporal 

considerations to be incorporated. 

Relative Layout 

Participants tended to prefer windows in “clusters” as opposed to being “spread out”. 

Similarly, one participant disliked a “big gap in the middle” of the layout. A single window 

separated from the others was often noted as undesirable because such “outlier” windows 

could be “hard to find”. However, separation between windows was considered acceptable 

if windows were in groups or even pairs. Several participants said they would prefer if 

windows were “lined up” with one another or with existing edges in the scene, as opposed 

to being “staggered”. These findings reinforce the importance of aesthetic as well as 

functional design considerations in Personal Façade’s window layouts. We look forward to 

its future application in different task scenarios to explore how different configurations can 

best suit user needs. 
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5.5 Discussion 

In general, the different layout weightings produced the results we expected. For 

instance, the Constancy and Balanced layouts place windows close to their initial starting 

position, reducing search time. In contrast, the Saliency layout tries to place windows in 

open flat spaces with low saliency (Figure 25g,h), which causes  participants to engage in 

a prolonged search. Although the Saliency layout’s View-direction constraint helps keeps 

windows near the forward view, however it is seemingly not as effective at reducing search 

time as the Constancy Layout’s Adherence constraint.  

The mean search times for the Balanced and Constancy Layouts are statistically 

equivalent, however we observed that the Balanced layout is less likely to overlap 

‘important’ objects. Due to the nondeterministic nature of the layout generator’s algorithm, 

windows will occasionally occlude highly salient objects, however less frequently than with 

the Constancy Layout. The results of the Freidman test on Layout support these 

observations, although we acknowledge the generalizability of this result is limited.  

We believe the effect of Viewing Angle was due to a greater complexity in surface 

structure along the direction of the Right Viewing Angle in the test environments. More 

interesting, however, is the interaction effect between Layout and Room. Although the 

difference between Room conditions was on the outside margin of significance, we believe 

differences in these settings played a large role in the observed interaction effect. It seems 

the conflicting constraints of the Balanced Layout sometimes caused windows to be placed 

in unpredictable locations in the cluttered Office environment. Conversely, the avoidance 
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of salient regions in the Living Room environment could be achieve with smaller window 

displacements and may have actually reduced search time by increasing legibility.  

This outcome highlights a tradeoff in the dual application of saliency and constancy 

in the Personal Façade; while our results clearly show that spatial constancy allows 

windows to be found efficiently, attention to background saliency may counter the benefits 

of constancy in environments with a high visual density. Although users will eventually 

learn the window positions in any regularly-visited environment, those with an abundance 

of salient regions may cause some windows to be more difficult to initially locate. One 

possible response to this finding would be to design future interfaces with multiple modes 

for different scenarios. For example, one mode would boost Adherence to minimize window 

search time. An alternate mode would boost Non-occlusion to minimize occlusion. 

5.6 Summary and Future Work 

Through this first exploration of the Personal Façade, we take away several lessons: 

1) Spatial constancy is key to application switching efficiency in a limited FoV 

window layout interface. 

2) Yet, it is possible to strike a balance between the conflicting constraints imposed 

by spatial constancy and visual saliency, with the impending tradeoffs in 

efficiency determined by the environment’s complexity. 

3) Environmental interference can be to some extent overlooked (e.g. placing a 

window on a partially oblique surface, occluding objects of lesser importance) 
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to favor purely spatial concerns (e.g. avoiding large head motions, close 

grouping of related windows). 

We acknowledge that our contributions contain several limitations. First, we have 

explored only two environments of a great possible variety. Also, beyond application 

layouts, techniques both for initiating layout operations and for interacting with window 

content require investigation. We acknowledge these and other drawbacks as we outline 

several directions for future exploration: 

Computational load: Our Personal Façade prototype requires greater hardware 

capabilities than are typical of current wearable displays. Computation efforts are used for 

reconstructing the environments, estimating saliency and optimizing layouts. 

Nevertheless, individual components of the implementation, such as popular visual 

saliency models, are highly amenable to optimization, for instance with parallel computing 

(e.g. on GPUs). In the case of this work, there also exist highly optimized lightweight FPGA 

solutions [14] that imply very fast operation and low power consumption. Furthermore, 

there exist alternative processing models, including directly leveraging RGB-D data and 

foregoing the need for a mesh model. Surfaces for displaying content might be detected 

during geometry recovery using techniques such as Dense Planar SLAM [181] or Parallel 

Tracking and Mapping [113].  

Future wearables and smart environments: Forthcoming developments in both display 

and sensor technology increase the likelihood of a wearable system becoming capable of 

supporting our envisioned prototype. This includes significantly broader fields of view 

(e.g. [132]), and mobile and miniaturized depth based sensors (e.g. Google Tango, Occipital, 
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Microsoft HoloLens) especially suitable for portable and wearable applications. It may also 

be expected that our future everyday surroundings may be equipped with sensors that 

detect the environment’s structure, internal motion and additive saliency. These 

environmental data could then be accessed by multiple client wearables to save device load. 

However, these forthcoming improvements bear implications toward our findings; in 

particular our findings on the importance of spatial constancy, may not generalize to future 

devices with wide FoVs that allow increased use of peripheral vision.   

Temporal considerations: Unlike our test environments, real-world environs are not 

static. For example, lighting conditions may change throughout the day, surfaces such as 

window blinds often move frequently and there may be people moving to and fro. These 

issues present additional design problems; for instance, if a passerby enters a scene, does 

the user prefer the window to be temporarily occluded, or to dynamically shift out of the 

way to remain visible? We may easily adjust our system to include additional rules, for 

instance to regard as salient any region where salient objects regularly appear during long-

term sensing. Additional detectors, such as specific objects detectors, will allow complex 

semantic rules. For example, placing a clock application above a room’s door may carry 

semantic inferences that some users are accustomed to. 

5.7 Conclusion 

We introduce the Personal Façade, a HWD interface that integrates application 

windows into the built environment. Our implementation of the Personal Façade focuses 

on blending the principles of spatial constancy and visual saliency into a spatial window 
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management interface. We implement an algorithm that applies these and other 

constraints to produce window layouts that we demonstrate in two test environments with 

varying visual information density. We run a user study to show the effects of different 

combinations of constancy and saliency in these environments. In summary, we 

successfully demonstrate layouts that provide efficient application search while also 

observing physical differences between user environments. 
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6 Natural and Effective Interaction 

This chapter focuses on the SAI requirement of interactivity.  Previous chapters 

explored questions about how to layout information for effective consumption. To support 

meaningful work with analytic tasks, users must be able to dig in and explore information, 

not just consume what is presented. Important actions that bring the human into the 

information sensemaking process, such as posing queries, making comparisons and scaling 

data visualizations, depend on the user’s ability to interact effectively with the system. 

There are many possible options for interacting with HWD content; however, there 

is as yet no standard method that has been proven effective for spatial interfaces the way 

the mouse and keyboard are for desktop use, or touch gestures are for mobile devices. One 

practical benefit of spatial user interfaces is their support of naturalism [32], meaning users 

interacting with virtual content behave in a manner very similar to everyday interaction 

with real-world objects. Researchers have shown many benefits of naturalism in 3D 

environments [32]. For instance, it is highly intuitive to select an object with a pointing 

gesture, or to move and rotate an object using direct manipulation. However, these natural 

techniques are prone to fatigue from excessive arm motions [58,91] and limited precision 

due to the absence of haptic feedback [199]. 

In designing techniques for SAI interaction, we can borrow from considerable 

research done on 3D spatial interaction techniques in the VR realm. However, these 

techniques often rely on external tracking systems [30,165], bulky input devices [29] or 
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haptic surfaces [199]. In contrast, a practical interface for interaction with SAIs must 

consider new requirements not always relevant in VR labs.  

For instance, we have already discussed the importance of mobility for SAIs to allow 

tasks to be performed in-situ, at the convenience of the user, rather than as determined by 

constraints of the technology. This requires input devices that are small enough to either 

wear or carry in a user’s pocket, without occupying a user’s hands or otherwise interfering 

with normal activities. Another important aspect is social acceptability. User interactions 

in many instances should be minute enough to remain subtle, thus avoiding unwanted 

attention in public spaces [4,11] and preventing user fatigue from substantial movements of 

the arm, neck or eyes [91]. Although an input device should be small and inconspicuous 

enough to blend into the user’s typical attire, the device should, at the same time, provide 

cues to make others aware when the user is engaged with the interactive system [57]. 

Overly subtle interactions that lack social cues can be problematic; for instance, when 

interaction interrupts a conversation, the user’s attention should clearly indicate whether 

it is directed at the other person or at the device.  

In this chapter we propose a new method of interaction with SAIs by combining a 

wearable input device with computer-vision-based hand tracking (Figure 31) [55]. In 

particular, we adopt a ring form factor, which has recently gained 

attention [10,41,110,157,228], for example in providing subtle [6,29], always-available 

input [10,41,228] or gesture commands [10,41,228]. Meanwhile, miniaturized depth cameras 

[76] mounted on HWDs have recently been used to track a user’s hands [80,125,131,146,204],  



Natural and Effective Interaction 

124 

 

Figure 31: HWD and Ring Device Apparatus 
a) We propose a novel combination of computer vision-based hand tracking and ring 
device input, to provide direct manipulation with precision and low fatigue. 
b) Miniaturized depth cameras allow natural hand gestures, such as grasping and 
pointing, to be used for input on HWDs. 

providing natural direct input techniques. Our work is the first to explore hand tracking in 

conjunction with ring input, to leverage the combined benefits of these techniques. 

Our motivation for exploring this combination of technologies is to support effective 

interaction for in-situ analytic tasks. Primarily, we want to provide an interface that 

supports naturalism, but also has the high precision necessary for selection of items in 
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detailed visualizations. HWD-based hand tracking supports naturalism, but alone the 

technology is not sophisticated enough to provide the needed precision. A ring interface is 

small enough to not interfere with natural pointing and grasping gestures, while providing 

a high-precision interface. Also, this interface is literally at the user’s fingertips, eliminating 

the costly time needed to acquire a device. With this interface we further aim to support 

low fatigue interaction, mobility and social acceptability. The input device and hand 

tracking sensors are embedded in devices worn on the user’s hands and face, eliminating 

the need to carry additional heavy or awkward hardware. Given time for refinement, these 

wearable devices will attain form factors with very small size and low weight, and will be 

difficult to differentiate from jewellery or eyeglasses. Such devices will be readily mobile, 

and won’t instil fatigue, or interfere with a user’s everyday physical or social interactions 

with the outside world. 

One final but important concept we present in this work is support for dual-tier 

interaction: the ability to interact with SAIs at both the layout level and the content level. 

Effective analytic taskwork requires interaction at both levels, ideally supported by a 

method that allows each to be done seamlessly, without awkward mode-switching 

requirements costing time and cognitive workload. We propose that the combined use of 

ring and hand tracking input can support seamless dual-tier interaction by combining 

periodic natural gestures at the layout level, with low-fatigue, precision input for intensive 

work at the content level. We implement a prototype interface and provide several proof-

of-concept examples of how this setup can be used to support effective interaction with 

SAIs. 
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6.1 Related Work 

Natural 3D Interaction Techniques 

Considerable work has been devoted to creating 3D input techniques in the VR realm. 

While some early research carried forward the cursor metaphor from desktop 

interfaces [234], later work realized the benefits of ‘natural’ motions such as grasping and 

pointing. In many cases, natural interactions have been shown to outperform abstract 

techniques that ignore our inherent understanding of motion in 3D space [32]. 

One category of techniques, virtual hand, is so named because it employs a simulated 

hand to mimic the motions of a user’s real hand. A benefit of virtual worlds, however, is 

that the constraints of the physical world may be overcome, for instance by stretching the 

virtual hand beyond the user’s natural reach [30,165]. Such ‘hyper-natural’ techniques  [32] 

leverage naturalism to reach beyond it to provide additional benefits possible only with 

virtual objects that are not bound by natural laws.  

A second category of techniques, raycasting [144], extends the user’s pointing limb 

with a virtual pointer, often giving the appearance of a laser beam. Raycasting techniques 

are widely applied in 3D virtual environments, but are not without limitations, such as 

selecting small objects from a distance and selecting objects that are occluded from view. 

Accuracy is improved by widening the ray into a cone [122], but this requires a secondary 

technique to disambiguate individual items from clusters [9]. Similar methods have been 

proposed for disambiguating items that lie along the path of a ray [211], as well as alternative 

techniques such as bending the ray [158]. For further details about the wide variety of 3D 
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interaction techniques developed for virtual environments, we refer readers to an excellent 

survey by Argelaguet and Andujar [9]. 

With a few exceptions [80,118,162], natural interaction techniques have not been 

widely studied in AR environments. Our work aims to supplement these existing 

techniques with input from a ring device to provide a sense of naturalism while countering 

the drawbacks of direct interaction with virtual objects, such as low precision [124,199] and 

fatigue [91,94]. 

Hybrid Interaction Techniques 

Another body of related research is in the area of ‘hybrid’ interaction techniques. A 

significant portion of this work has resulted from relatively recent interest in interaction 

with large, or wall-sized, displays. One particular research question with such displays is 

how to interact efficiently with a large display area. Conventional display interaction 

broadly falls into two categories: Direct input, such as touch or stylus input, and indirect 

input, such as a cursor driven by a mouse or trackpad. Direct methods generally use an 

absolute mapping of input space to display space, whereas indirect methods typically use 

relative mapping. These categories have different areas of strength and weakness, for 

instance the utility of indirect methods, such as a mouse on a desktop or a trackpad on a 

laptop, versus the intuitive use of direct input, such as a stylus for writing on a tablet or the 

swipe of a finger on a smartphone.  

None of these interaction methods, when used alone, adapts well to large displays. 

Different levels of scale are required for different actions, such as viewing a large region to 
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gain a holistic context, or focusing in on a small region for precise selection. For example, 

direct touch requires walking to distant targets and forces users to view distant regions 

from an oblique angle [151]. Conversely, indirect methods can be used while viewing the 

entire display from afar; however, moving a mouse cursor a long distance requires many 

inefficient and fatiguing clutching motions [136]. For indirect input, there is no single scale 

that allows both fast cursor motions to reach distant targets, and precise motions for 

selecting them. One method for overcoming this problem lies in dynamic scaling of the 

input-display mapping, known as cursor acceleration [68]. However the correct tuning of 

this function is a complex problem  [151].  

Several effective methods rely on a mixture of selection techniques [67,136,151,216] to 

support the contrasting operations of traversal and precision. For instance, the ARC-Pad 

technique of McCallum et al. [136] uses absolute pointing on a handheld device to select a 

corresponding region of the display, followed by indirect, relative motion to acquire a 

target. A technique proposed by Nancel et al. [151], on the other hand, uses head motion 

mapped indirectly to display space for coarse selection, followed by direct hand motion for 

precision. The trade-off of these techniques for the precision gained is they require 

switching between multiple modes. Thus primary focus of hybrid techniques is the 

reduction of switching costs between modes so the cost of switching between techniques 

does not outweigh their combined benefits. 

Aside from combining direct and indirect, or relative and absolute techniques, 

researchers have also explored ‘multimodal’ techniques that combine multiple methods of 

natural interaction [118,162]. Piumsomboon et al. [162], for example, combine hand gestures 
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for manipulating virtual objects seen through a HWD, with voice commands for mode 

selection. Similar multimodal interfaces that combine direct manipulation with voice 

commands have been adopted for soon-available commercial devices such as Meta 

Glass [138] and Microsoft HoloLens [139]. Like other hybrid techniques, the mode-

switching required by these multimodal techniques costs time and increases cognitive load. 

In contrast to the techniques outlined here, we employ direct input through grasping 

and pointing gestures, with indirect input on a ring device, a form factor we discuss next. 

Ring-Based Input Devices 

Early work by IBM produced a ring-based device with a single button for user 

input [145].  Other early devices used magnets sensed by external magnetic tracking to 

avoid bulky batteries and wires [10,85]. Miniaturization has recently led to a number of 

more sophisticated ring devices used for a variety of purposes including 1D rotational 

input [10], gesture recognition [111,223], and discreet-touch input [41].  Ogata et al. [157] 

added small IR sensors to the interior of their device, iRing, to detect changes in skin 

reflectivity. They demonstrate that pressure from bending the finger or applied by external 

objects can be detected with reasonable accuracy and mapped to various commands such 

as a music player. Chan et al. [41] created FingerPad by mounting a magnetic Hall sensor 

to the user’s thumb nail. The thumb position is read by a sensor on the opposing index 

fingernail as the user traces small gestures between the two digits, such as digits of a 

password or swipe gestures. Magic Finger from, Yang et al. [228], uses a mouse’s optical 

flow sensor to trace a finger’s motion on a surface. Similarly, Kienzle and Hinckley [110] 
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instrument the finger with an infrared sensor and a single axis gyroscope to allow 

recognition of traced gestures. Yet another device, called Plex [232], follows a tradition of 

glove-based devices [194], but consists of a textile covering only a single finger. This device 

allows swiping gestures produced by the user’s thumb against the outer edge of the index 

finger, and among the devices discussed here is the most similar to the one used in our 

implementation. However, ours is the first work, to our knowledge, that combines a ring 

device to supplement natural input produced by a wearable depth camera. 

Describing Hybrid Techniques 

The hybrid techniques discussed above may be described according to various 

dimensions of a design framework [58]. Potential dimensions might include the number of 

input devices, and the nature of the different modalities (e.g. absolute vs. relative, direct 

vs. indirect, voice vs. hand). Another useful dimension to explore is the temporal 

relationship between modalities, as described in the framework of Vernier and Nigay [212]. 

Five potential relationships they described are shown in Figure 32. We use similar 

diagrams in the figures below to help depict the relationships of the various modalities used 

in our prototype implementations. Our goal is to show how a wide variety of rich 

interaction techniques can be created by combining ring device input with hand-tracking 

on a HWD. The techniques we demonstrate are aimed at providing natural input for use 

with SAIs, while improving precision and minimizing fatigue. 
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Figure 32. Temporal Relationships of Hybrid Techniques 
We apply the framework of Vernier and Nigay [212], which characterizes various 
ways to combine input modalities, to describe different potential mixtures of ring 
and hand-tracking input in our prototype implementations. 

6.2 Dual-Tier Interaction 

As discussed in our initial list of requirements for SAI, analytic tasks require users to 

explore one or more data sources to learn information and make decisions. The specific 

type of interaction required depends on the nature of the task and content. However, most 

workflows can be abstracted to a small set of basic operations. In 3D user interfaces, the 

primary operations are commonly referred to as the ‘big five’ tasks of navigation, selection, 

manipulation, system control and symbolic input [29]. In this work, we are concerned 

primarily with the selection and manipulation of objects. 

In the Ethereal Planes metaphor, these operations can be applied to two different tiers 

of the interface: One for managing the layout of 2D views in the surrounding 3D space, and 
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the second for interacting with the content that resides within the 2D views. Table 8 lists 

a number of common operations and provides examples showing how each of these can 

potentially be applied to either the layout tier or the content tier. The following subsections 

discuss considerations for each of these tiers. We also include an overview of various layout 

operations we explored during our work on the Personal Façade interface we introduced in 

Chapter 5. 

 

Operation Layout  Content  

select choose window in focus highlight one or more items 

move translate or rotate windows in 
3D space 

pan content to bring items into view 

resize make a window larger or 
smaller 

zoom in or out to change scale of items 

change open or close a visualization change the representation of a chosen 
view 

filter choose which views are 
relevant 

reduce the amount of content shown in 
a view 

symbolic 
input 

invoke system or menu 
commands 

text entry, numeric input, sketching 

Table 8. Dual-Tier Interaction Examples 
Operations for interacting with virtual 2D views in 3D space must consider 
interaction on two ‘tiers’. Coarse gestures may be used to manipulate the layout of 
multiple views, while fine-grained interaction is required for selection and 
manipulation of visualization content. 
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Interaction with Window Layouts  

In previous chapters, we primarily explored automatic window layouts, with the 

assumption that a pre-defined configuration exists for a user’s particular situation. 

However, there are many instances where users may want to manipulate window layouts 

themselves, for instance to define the default configuration used by the Personal Façade’s 

automatic layout generator. Window layouts can also be used to assist in analytic tasks. For 

example, users may want to place two linked data visualizations side-by-side for 

comparison, or to carefully overlay multiple layers of a map. 

We envision that natural input techniques may be used within SAIs [59] in a manner 

analogous to the way touchscreens are used on modern laptop computers, alongside mouse 

and keyboard input [44]. Direct manipulation is used infrequently for fast and intuitive 

control of coarse-grained objects (e.g. swiping in the control panel or closing an application 

by dragging it to the bottom of the screen), while indirect techniques support precision 

and long-term use. Similarly, direct manipulation could support the manual arrangement 

of windows within a layout.  

In the Personal Façade, we implemented several manual operations to give users 

control over individual windows and window relationships. Below we describe several such 

operations that we implemented. This exploration is limited to the operations themselves 

and does not give broad consideration the optimal interaction techniques for invoking 

them. We use a simple ray-casting medium with a handheld wand and the wand’s 

embedded buttons for invoking commands.  



Natural and Effective Interaction 

134 

Moving and Resizing windows 

Core to the usability of all window layout managers is the ability to manually 

rearrange content. In our implementation, users can reposition a window by selecting it 

with the wand and then pointing to a new location (Figure 33a). Users can similarly resize 

a selected window with the wand buttons. If a collision is detected given the new 

configuration, then other windows are locally repositioned while the moved/resized 

window is ‘pinned’ in place.  

Stitching and piling 

Additional operations involve relations between multiple windows. Users can select 

two or more windows and stitch them together; selected windows move alongside the 

target window resize along the adjoining seam. Likewise, windows can be piled on top of a 

target window (Figure 33d). The stitched/piled windows can subsequently be repositioned 

as a single object.  

Saving and Restoring Configurations 

Once a configuration has been manually created, users can save this configuration in 

the form of a body-centric array [22,56] for mobile use (Figure 33b). The configuration can 

later be integrated into a new environment (Figure 33c). Furthermore, the user can choose 

the appropriate layout mode (Balanced, Constancy, or Saliency) to suit the situation. 



Natural and Effective Interaction 

135 

Orthogonality adjustment 

Windows in the Personal Façade can potentially be placed on awkwardly-aligned 

surfaces that affect legibility, such as along a long hallway or on desktops. For such 

situations, we implemented an operation that corrects a window’s orientation, making it 

co-planar to the user’s FoV. Selecting a window and holding the wand trigger makes a 

window ‘stand up’. It realigns with the surface when the trigger is let go.  

 

 

Figure 33. Personal Façade Interactions 
a) Users can reposition windows to create custom configurations. These can be saved 
to body-centric format (b) and re-applied in new environments (c). We implemented 
several other operations such as piling (d). 
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‘Space-saving’ windows 

In consideration of highly cluttered environments, we can set the Personal Façade to 

a space-saving mode, which minimizes all windows to thumbnails. Windows remain in this 

form until the user holds her gaze in a window’s vicinity, at which point the thumbnail 

grows to the full-size of the user’s display. It returns to normal size once the user’s gaze is 

diverted. 

Help with finding windows 

The environment’s structure can significantly impact the layout of windows, 

particularly in Saliency-based layouts. To assist with recall of windows in unfamiliar 

environments, we implemented visual cues that link each window’s current position to a 

transparent proxy in its body-centric, default position. This allows users to familiarize 

themselves with a new layout, or to re-formulate their mental model in new surroundings.  

While other operations on the windows are possible, such as adding a physics engine 

to ‘bump’ windows and move them around as in Bumptop [1], we settled on these basic 

operations as they demonstrate the ability to deviate from an automated layout to provide 

the user with fuller control. 

Interaction with Window Contents 

Items within a window are by nature much smaller than the window itself, so 

interactions at the content level will require a higher level of precision. For object 

manipulations, unless items are to be moved between windows, the amplitude of motion 
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will be relatively small compared to the window level. Also, whereas moving windows at 

the layout level is expected to occur relatively infrequently, interaction at the content level 

will likely occupy a significant portion of the time spent interacting with a SAI.  

At the content level, it is also important to consider the SAI requirement for 

interpretation of information. Furthermore, the interpretation and interaction 

components are highly interdependent. For instance, during our user studies on the 

personal cockpit, we learned that users completed our task more quickly when the interface 

was fully within the FoV. From this we can assume that it is a best-practice for SAIs to make 

individual application windows self-contained, such that all of the information required for 

a particular task is present on a single interface. However, information is sometimes easier 

to interpret when spread between multiple, simplified visualizations [15,192]. Also, these 

windows may be interlinked such that manipulating content on one window may affect the 

information displayed on other windows. The FoV limitations of HWDs impose further 

challenges on application developers when determining the content layout on a set of SAI 

windows. 

A Dual-Tier Interaction Scenario 

To demonstrate the technical challenges that dual-tier interaction poses in a SAI, let 

us take the example analytic task of a hotel search. Imagine a traveller is performing this 

task in-situ on arrival in a new city. One possible SAI design is to spread the required 

information and interactive elements among three windows as shown in Figure 34. In the 

centre window is a map showing the location of several hotels. To the left is a preview 



Natural and Effective Interaction 

138 

window that provides detailed information about the hotels, and to the right is a filter 

control panel, where users can specify desired attributes (in this case, cost, star-rating and 

guest review scores). The windows are interlinked [231] such that selecting a specific hotel 

on the map causes details about that hotel to appear on the preview pane. Likewise, 

adjusting the filter controls reduces or increases the number of hotels shown on the map. 

This scenario requires specific operations of item selection (selecting a hotel on the 

map or selecting a slider) and object manipulation (moving a slider to the left or right). 

Additional operations might be included, for instance zooming to reveal smaller regions 

on the map, scrolling through a long list of hotel details, or navigation through a greater 

selection of filter parameters. There are numerous ways these operations could be 

accomplished, using a variety of different interaction techniques and input devices. For 

instance, one of the sliders could be selected with a relatively coarse gesture that could be 

easily detected by a hand-tracking camera. However, selecting one of the small hotel pins 

on the map will require a greater level of precision. The ability to precisely select items will 

require accurate and robust hardware; however, travellers looking for a hotel may 

appreciate the ability to operate this SAI without carrying a bulky input device. Such trade-

offs of direct and indirect input methods are discussed in the following section, followed 

by our example implementation of this hotel search application. 



Natural and Effective Interaction 

139 

 

Figure 34. Demonstrated Analytic Task 
A hotel search is an example of an everyday analytic task that would require 
content-level interaction within a SAI. One potential implementation would use 
three windows, a hotel preview window (left), a map (centre) and a filter panel 
(right). Manipulating the filters reduces or increases the number of hotel ‘pins’ on 
the map, and selecting different map pins reveals details about those locations in 
the preview pane. 

6.3 Direct and Indirect Input Methods for SAIs 

For interacting with SAIs, there are a number of potential interaction technologies 

that support either direct or indirect input methods. In this work, we consider methods 

that use small input devices, or hand tracking methods that do not require a device 

(Figure 35), to allow mobility for in-situ tasks with minimal interference in normal 

activities. Two options of such viable methods are camera-based hand-tracking for direct 

input, and a ring-based sensing device for indirect input. Hand tracking supports direct 

manipulation using the hands (Figure 31a) or raycasting using a finger or small pointing 

device (Figure 35a). A ring device can be highly versatile using only a few widely-available 

sensors, to allow simple input techniques, such as tapping, 1D twisting (Figure 35b), 2D 

swiping (Figure 35c), or 3D rotation. Advantages of these methods are outlined in Table 9. 
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Figure 35. Examples of Lightweight Interaction Apparatuses 
A variety of handheld or wearable devices can potentially be developed to provide 
interaction with SAIs. Possible form factors include a stylus for pointing (a), a ring 
for scrolling (b) or a finger pad for 2D input (c). 
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Using one’s hands is likely the most natural and intuitive way to interact with a 3D 

interface [32,94]. Hand tracking allows direct, absolute selection of objects via grasping 

motions, and direct manipulation of objects in 3D space using arm and wrist motions. One 

limitation of the hands is that the user can only interact in such a way if objects are easily 

within reach, both within range and located in a position that provides ergonomic access. 

Also, precision with hands motions is limited by several factors, such as finger size and 

hand occlusion. Wearable sensor technologies are prone to noise and may not be capable 

of precise tracking with a high level of reliability in all environments. Furthermore, users 

may have difficulty performing very precise gestures without a haptic surface for 

feedback [199]. One further drawback of hand input is fatigue, likely to result from large 

motions over an extended duration without an appropriate resting surface.  

Pointing is another natural action often used in everyday activities. Pointing gestures 

may be made using a finger (usually the index finger) or with an object, such as a stylus. In 

3D interfaces, the pointing member is often extended with a visible ray, in a technique 

known as raycasting [143]. Raycasting allows selection of distant objects; however, effects 

of hand tremor reduce precision over distance. Extending the pointing limb for long 

periods may also induce fatigue. 

 A ring device with fully-contained sensing and networking components can provide 

a variety of simple interaction techniques without the need to carry a bulky input device. 

If sufficiently small, such a device is highly mobile and will only nominally interfere with 

natural, real-world activities. The supported interaction techniques do not provide  
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Hand Tracking 
(direct input) 

Ring Device 
(indirect input) 

Naturalism yes no 

High Precision limited yes 

Low Fatigue short durations yes 

Mobility yes yes 

Low Encumbrance none minimal 

Table 9. Advantages of Hand-Tracking and Ring Device Input 
Hand tracking and ring input have different weaknesses, and several 
complementary benefits. Hand tracking supports naturalism, but has limited 
precision and is susceptible to fatigue. Ring input is abstract (no naturalism), but 
allows higher precision and lower fatigue. Both can be combined to provide the 
coarse and fine interactions required for dual-tier interaction with spatial layouts. 

naturalism; however, the device can potentially support high-precision interaction 

techniques, and can be used for extended periods without fatigue. 

6.4 Implementation 

To explore interactions that combine direct and indirect input, we created a prototype 

implementation that sends ring device input and hand tracking data to a HWD. For hand 

tracking, we mounted a Softkinetic DS-325 depth camera in a 3D-printed housing unit on 

top of a Moverio BT-200 HWD (Figure 31). The camera is tethered to a desktop computer, 

which processes the data using SoftKinetic’s iisu middleware and sends the processed data 

to the Moverio over a TCP connection. These data include the hand centroid position, 

finger and thumb positions, pointing tip position, and hand state (open/closed). 
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To supplement direct hand input, we use a small ring device (Figure 36) capable of 

basic and well-known operations, such as tapping and flicking. The device was designed by 

Ahmad Byagowi, a PhD Candidate in the University of Manitoba Faculty of Engineering. 

The device contains a small capacitive touch sensor and a nine-axis inertial measurement 

unit (IMU). The capacitive touch sensor is composed of an array of capacitors arranged in 

a 3 × 4 grid on a surface measuring 12×16 mm.  The capacitors are connected to a Microchip 

MTCH6102 controller, which sends position and gesture data with a resolution of 384 × 

567. A Bosch BNO055 IMU module contains an Atmel ARM Cortex-M0 processor, and 

provides absolute pitch, roll and yaw. Both the touch control and IMU are interfaced using 

an I2C bus, requiring only four wires for connection. 

To fit comfortably between two joints of an average human finger (Figure 36d), the 

components are divided between two stacked boards. One contains the capacitive sensor 

grid (Figure 36b), and the other contains the two controllers (Figure 36c). Sandwiched 

between the two boards is a sheet of copper shielding. 

 

Figure 36: Ring Device Apparatus 
Our ring device (a) contains a miniature trackpad composed of an array of capacitive 
sensors (b) and a nine-axis IMU (c). When worn on the index finger (d), this small 
device supports simple interaction techniques such as tapping (e) and swiping. 
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The unit is attached to a 3D-printed base, and affixed to the wearer’s finger by a hook-

and-loop fastener strip (Figure 36d). Data are relayed to the HWD via Bluetooth through 

a tethered Arduino microcontroller. Data filtering and all other processing are done on the 

Moverio unit, which runs Android 4.0. We developed the HWD program in Unity 3D. 

6.5 Implemented SAI Interactions  

We implemented several interaction techniques that leverage the benefits of direct 

and indirect input. Our intention is not to create new 3D interaction techniques but to 

demonstrate the implementation of existing techniques drawn from the great body of 

existing literature. We show how these techniques can be supported in a wearable form 

factor to allow effective interaction with SAIs. We demonstrate these implementations 

using the novel combination of hand tracking with a ring device, as described in the 

previous sections. 

6 DoF Direct Manipulation 

Given a depth channel, computer vision algorithms are now capable of robustly 

segmenting human hands and tracking the positions of centroids and fingertips. However, 

accurately measuring the absolute rotation of hands is more challenging, particularly if the 

hand is closed or fingers are otherwise occluded. Conversely, IMUs are now capable of 

providing very accurate absolute orientation but cannot accurately track position. By 

combining the ring’s IMU with the HWD’s depth camera, we can enable tracking in six 

degrees of freedom (DoF).  
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In our implementation, this sensor combination allows windows to be freely 

manipulated in 3D space (Figure 37, Figure 38). After grabbing a window, by closing a 

hand around its virtual bezel, the user can position the window anywhere within reach. 

 

Figure 37. SAI Direct Manipulation 
Direct manipulation is useful for infrequent, coarse-grained gestures. In this figure, 
a user repositions a virtual window using direct manipulation. a) A user ‘grabs’ a 
window using a grasp gesture. b) Using combined data from the HWD-mounted 
depth camera and ring-embedded IMU, the window can be translated and rotated 
freely in 6 DoF. 

 

Figure 38. SAI Implementation: Direct Manipulation 
Our implementation, as viewed through the lens of the HWD.  The combined input 
devices allow direct manipulation of a window in 6 DoF. 
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Window Selection 

During an analytic task, users may wish to select a particular window to apply 

subsequent operations (e.g. zoom) or to interact with its contents. In our implemented 

system, a window may be selected using two variations of natural input methods.  

The first method uses direct manipulation; the user simply ‘taps’ the window’s virtual 

surface with an extended finger (Figure 39a, Figure 41a). The second method uses 

raycasting [143], a common method that projects a virtual laser beam from the user’s 

pointing finger or instrument to provide feedback and assist precise pointing motions. A 

tap on the ring enables a ray that extends from the user’s hand. A second tap selects a 

window (Figure 40a, Figure 41b), if found, or disables the ray. With either technique, the 

closest object to the given point is selected for further use (Figure 39b, Figure 40b). 

 

Figure 39: SAI Coarse Selection 
a) Selecting a virtual window with a ‘tap’ gesture also selects the nearest control 
within the window. b) Swiping gestures on the ring pad may be used to change the 
control selection and change the value of the selected control. 
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Figure 40: SAI Fine Selection 
a) Items can also be selected using raycasting. Data points beyond a threshold 
distance from the ray selection point are disabled. b) Swiping the ring pad cycles 
through the enabled data points. 

 

Figure 41. SAI Implementation: Direct Input Selection 
Our implementation uses the combined HWD and ring sensors to provide different 
natural input methods. Users can select a window using a direct ‘tap’ gesture (a) on 
the virtual window surface, or by pointing a ray and tapping the ring pad (b). (The 
images in this figure and the ones below were captured directly through the lens of 
the Moverio Bt-200 HWD.) 
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Ray-Grabbing 

When 6 DoF manipulation is not ideal, the ring’s IMU allows more traditional 3D UI 

techniques [30,165]. For example, a user can ‘ray-grab’ [30] a window with a tap-and-hold 

gesture on the ring (Figure 42a, Figure 43a). The grabbed window can then be 

repositioned by mapping ring rotation to window translation in 2 DoF on a body-centric 

sphere (Figure 42b, Figure 43b). Lifting the thumb from the ring pad releases the window. 

The window then can be shifted in depth [165] by swiping up or down on the ring pad 

(Figure 42c, Figure 43c). 

Control Activation and Small Object Selection 

Hand position tracking is capable of allowing the operation of virtual controls on a 2D 

interface; however, extended reliance on direct manipulation can quickly cause arm 

fatigue [32,91]. Our system supports a combination of direct and indirect interaction  

methods. For instance, after selecting a slider control panel, the user can cycle through the 

vertically-aligned sliders by swiping up or down on the ring pad. The selected slider can 

then be moved by swiping left or right (Figure 39b). 

Analytic tasks may also require the selection of data points on dense visualizations. 

Even assuming that current methods allow sufficient precision, research has shown that 

input precision suffers when a haptic surface is not available [199]. After making a coarse 

selection, we disable any points outside a defined threshold and allow users to refine their 

selection by cycling through the remaining points (Figure 40b). 
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Figure 42. SAI Indirect Ring Input 
Natural pointing gestures are useful when objects are out of reach. In this figure, a 
user repositions a window using the ‘Ray-Grabbing’ technique [30], which constrains 
the window movement. a) The user taps and holds to select a window. b) Wrist 
rotation controls the window’s movement on the imaginary surface of a body-centric 
sphere. c) The window’s depth can be manipulated using up and down swipes on the 
ring’s touch pad. 

 

Figure 43. SAI Implementation: Indirect Ring Input  
Raycasting is particularly useful to interact with objects that are out of reach. In this 
figure, a user grabs (a) a window (the virtual ray is hidden, but maintains the 
connection), and places it alongside another window (b). The window is then moved 
away in depth (c) using vertical swipe gestures. 
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6.6 Conclusion and Future Work 

We have introduced a method for augmenting natural direct input with indirect input 

techniques by supplementing a wearable hand tracker with input from a networked ring 

device. Our implementation provides a proof-of-concept demonstration of several novel 

interaction techniques that combine two previously disjoint input technologies. 

In future, we would like to explore a greater variety of interaction techniques, and 

explore new opportunities to exploit the combined benefits of hand and ring input. These 

developments can draw further from the VR interaction literature and integrate existing 

techniques with natural input methods.  

One interesting possibility we have yet to fully explore is the idea of using the 

boundary of the depth camera frustum as an implicit trigger for input mode-switching. 

Direct manipulation and pointing techniques are used primarily in the user’s line of sight, 

and ring input can be used while the arm is at rest, out of the camera’s view; thus, the depth 

camera frustum is a natural boundary for triggering implicit actions to reduce switching 

costs. 

There are other possible input devices that could support SAI interaction besides the 

ring we use in this work. Likewise, there are a variety of natural input methods that may be 

practical for use with wearables and HWDs. For instance, it would be interesting to explore 

the many possible interactions that could be created using only gaze input from an eye-

tracking device coupled with a wearable device containing only a single button.  
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Of course, our developments will benefit from the input of test users. After sufficient 

refinement, these implementations would benefit from evaluation using realistic, data-

driven, analytic tasks. Metrics such as time efficiency, precision, and fatigue will determine 

how the combination of input technologies we propose in this work will fare against the 

best existing input technologies for HWDs. Ultimately, we hope these techniques will 

prove helpful in providing productive user interfaces for wearables and HWDs as the next 

generation of mobile technologies.   
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7 Conclusions 

This dissertation is the first body of research, to our knowledge, to provide a detailed 

exploration of interactive, multi-window interfaces to support in-situ, analytic tasks for 

wearable computing. We chose to follow a broad approach, addressing a wide range of 

requirements for such interfaces, rather than focusing in-depth on a single branch of the 

larger subject. This strategy supported a holistic introduction of the central concept of SAIs, 

and allowed us to investigate its various nuances sufficiently to meet our research objective 

as stated in the introduction of this work: 

 

Investigate the primary design aspects of spatial interfaces that fulfill the major design 

requirements to support in-situ, analytic tasks on future wearable computing devices. 

 

While we have provided an initial discussion of SAIs that is broad and thorough 

enough to warrant the naming of this concept as the title of this dissertation, we have in 

actuality only scratched its surface. A great deal of further work is required to flesh out the 

ideas we propose and to address the many subtleties and nuances of such interfaces that 

will make them useful and productive for use with real-world tasks. 

In this final chapter, we provide a summary of our findings, and discuss several 

assumptions and limitations of this work. In exposing these limitations, we aim to shed 

light on the many future opportunities for building on this work. We then state our final 

conclusions with hope of inspiring future research. 
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7.1 Summary 

This dissertation proposes the concept of SAIs and provides an introductory 

exploration of how spatial interfaces might be used to support in-situ, analytic taskwork on 

future wearable devices. To develop this concept, we begin by proposing a concise set of 

requirements which we draw from existing research on visualization and visual analytics 

and filter through the lens of work on spatial interfaces and wearable computing. Our 

introduction also contains a set of scenarios that help to portray our overall vision of how 

spatial interfaces can be used to support in-situ tasks, and to provide an initial glimpse of 

why requirements such as mobility and integration are important to consider in designs 

for users conducting everyday, analytic tasks.  

Along with the introduction of SAIs, we provide a list of requirements drawn from 

related literature. The chapters of this thesis provide in-depth design explorations of 

various components of SAIs that touch on all the requirements in this list. We explore 

layouts of multiple views, in body-centric configurations to support mobility, and world-

fixed configurations that allow integration in the surroundings. These layouts are 

designed to support ease of interpretation, allowing effective consumption of 

information. Finally, we explore interactivity in these environments to show how SAIs can 

support human-in-the-loop analytic taskwork. Moreover, we highlight some of the close 

interdependencies between these requirements throughout these discussions. 

In chapter 2, we conduct a survey of prior work on spatial user interfaces, covering a 

wide variety of design concepts, technologies and implementations. From a close 

inspection of several dozen designs, alongside our consultation of many other seminal 
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works and surveys on spatial interaction and 3D user interfaces, we parse a succinct design 

space consisting of seven design dimensions. We learn that our proposed design 

dimensions are not fully orthogonal, but contain several interdependencies that define 

broader dimensional categories and help to highlight several design decisions and 

strategies behind the concepts. We then show how projecting the dimensions back onto 

the original designs can help to categorize them, and in some cases reveal similarities that 

are not obvious at first glance. 

Chapter 3 provides a brief overview of several classes of technology commonly used 

to implement spatial interfaces. We explain our decision to focus on interfaces for near-

future HWDs in this dissertation by outlining in detail how this class of devices is 

particularly suitable for meeting our list of requirements for SAIs. In addition, we introduce 

the Ethereal Planes metaphor, on which the designs we present in the remaining chapters 

are based. We explain the reasoning behind our decision to pursue this paradigm of 

multiple 2D information spaces situated in 3D space, and contrast it with alternate 

possibilities for designing AR interfaces. 

Chapter 4 reports the results of an in-depth series of user studies that investigate the 

human factors associated with many design parameters of a body-centric, spatial interface. 

To abstract the challenges and limitations of designing such an interface on current 

hardware, we emulate the limited viewing field of a HWD in a high-fidelity, low-latency 

CAVE environment with an external tracking system. From our results we propose the 

design for a specific body-centric layout, optimized for direct input by centering the layout 

around the user’s dominant shoulder joint. Our final study compares this layout against 
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two view-fixed designs that employ abstract navigation techniques, such as panning and 

icon selection, borrowed from modern smartphone interfaces. Our spatial interface allows 

study participants to complete a multi-display analytic task dramatically faster than both 

baseline interfaces, and was preferred by a majority. These results contribute to a growing 

body of evidence that spatial interfaces leveraging body motion can have distinct benefits 

over traditional abstract interfaces in the completion of analytic taskwork. We show that 

the benefit of natural head motion persists even with the limited viewing field of 

contemporary HWDs; this encourages our further exploration of SAIs in the subsequent 

chapters. 

In chapter 5, we explore world-fixed layouts of spatial interfaces and their transitions 

from body-centric layouts. We confront questions about how to integrate content into 

various environments without impeding users’ view of important real-world objects. Our 

implementation demonstrates how opposing goals such as spatial constancy and visual 

saliency can be balanced within a constraint-based layout algorithm. We conduct a user 

study to verify the intended results of our layout approach and empirically show that it can 

simultaneously reduce interference with salient regions and increase the predictability of 

items’ layout locations. Qualitative findings produce user preferences such as alignment of 

edges and reduction of ‘lonely’ windows that can be used to inform the design of additional 

layout constraints. 

Chapter 6 addresses the need for interaction in SAIs for performing analytic tasks. We 

first introduce the concept of dual-tier interaction in the Ethereal Planes metaphor. This 

concept encapsulates the need for supporting interaction at both layout and content layers, 
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and for seamless switching between the two. As one potential solution for dual-tier 

interaction, we present an implementation that combines vision-based hand tracking with 

a minimalist ring-format input device. Our proof-of-concept demonstration shows how a 

variety of interaction techniques can be provided with this implementation in a wearable 

form factor. Our solution meets several criteria, such as mobility, precision selection and 

low fatigue, necessary for in-situ analytic taskwork. 

The breadth of these explorations together demonstrate the potential of SAIs for 

meeting users’ everyday needs. Our user studies, design explorations, and prototype 

implementations reveal it is possible to produce interfaces that meet the primary design 

requirements for SAIs, while satisfying the accompanying constraints of known human 

factors and of next-generation technologies. 

Arc of Prototype Development 

Throughout this work, we developed a variety of prototypes that incorporated a wide 

range of technologies. These developments began with a high-level concept, iteratively 

refined toward a working interface prototype HWD platform including additional 

prototype hardware. We see this arc of prototype development as a contribution in itself 

that may potentially benefit future research on new interface designs for technologies at 

the cusp of commercialization. Our methods are heavily inspired by visionary researchers 

such as Mark Weiser and Ivan Sutherland. Their seminal work led to new research 

techniques and workflows that are now common practice in the HCI research community. 

For example, future-casting, the projection of technological trends, allows the creation of 
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vignettes that envision the problems future users will face and how yet-unrealized 

technologies might solve them. This method leads to emulation of future environments by 

substituting specialized existing technologies for those that will become ubiquitous.  

This dissertation serves as an example of how such methods can be applied holistically 

to a broad problem and modified over the course of multiple interrelated projects 

conducted over a span of several years. The arc of our prototype development (Figure 44) 

follows several stages. Early in our work, we leveraged a CAVE system to provide reliable 

data about human factors needed to inform whether to invest further into our proposed 

design solution. In later work, we began moving to implementations on currently available 

hardware. For example, in Chapter 5 we began by using the HWD as only an external 

display tethered to a desktop computer to provide the necessary computational power.  

 

Figure 44. Arc of Prototype Development 
We followed an arc of prototype development from our first emulated user studies 
toward a final hardware-based prototype design. The early stages of this research 
(Chapter 4) used a CAVE display to provide high fidelity sensing for investigating 
initial questions about human factors. Our later prototypes moved toward 
deployment on HWD technology, first as a tethered display (Chapter 5) and then as 
an independent platform (Chapter 6). 
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However, by the final stage of this work, our prototype was implemented on fully-wearable 

hardware components with the exception of the depth camera’s hand-tracking server, 

which ran on a tethered computer. All other components were implemented on wearable 

components connected by wireless communication networks and compiled for Arduino 

board and the Android on the Moverio HWD unit.  

The CAVE emulation and qualitative methods used in the early stages of this research 

provided high internal validity to answer the research questions we posed. To complement 

these methods, the shift toward standalone implementations in the later stages provides 

an increase in ecological validity. These prototype developments are accompanied by 

increasingly detailed discussion of the interface design and particulars about how it will 

work in real-world settings, but come with a tradeoff in the control and accuracy required 

to conduct rigorous user studies. This trajectory is holistically bound by our defined list of 

primary design requirements and motivated through each step by the future scenarios we 

presented in the introduction. These scenarios and our original concept were launched 

from the foundation of our design space that we created from the output of our initial, 

thorough literature review. 

7.2 Assumptions and Limitations 

Approaching such a broad topic as SAIs predictably requires a number of assumptions 

and comes with certain limitations. In this section, we discuss these assumptions and 

limitations and explore the primary ways they may be addressed in future work. We begin 

with the assumptions and limitations of each individual chapter, then discuss some broader 
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challenges that must be addressed for our vision of SAI to grow toward practical 

implementations on future wearables. 

Chapter 2 touched on the limitations of our design space for spatial interfaces. The 

literature survey is not exhaustive, nor is our set of proposed dimensions complete. Further 

exploration of this area may lead to the proposal of additional dimensions. In the chapter’s 

conclusion, we single out multi-modal interfaces, co-located collaboration and extensions 

into 3D space as potential areas of interest. These are all pertinent to current developments 

in spatial interfaces and interactive AR in general. Multi-modal interfaces, for instance, are 

highly relevant to our discussion on interaction in chapter 6. This area has recently been 

explored for supporting natural interaction methods [118,162] and may provide alternative 

means for effective dual-tier interaction in SAIs. Further expansions of SAIs using 3D 

interfaces is inevitable. Interesting questions are ripe for exploration of when to use 2D vs 

3D visualizations and how to combine and balance these contrasting modes in practical-

use cases.  We single out collaboration (including social, multi-user, etc.) as perhaps the 

most overlooked aspect of spatial interaction and we dedicate a portion of our discussion 

to this topic in the following section. 

In chapter 3 we discuss the benefits of HWDs for SAIs and narrow the scope of our 

subsequent design explorations to this single technology. This step is necessary to make 

the dissertation tractable, but also highlights a promising technology for future 

consideration. In reality, however, it is likely that spatial interfaces will leverage a 

combination of technologies, including HWDs, projection, handheld devices and other 

potential technologies. As they become ubiquitous, each will have features that can be 
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exploited for maximum benefit. For example, we may soon find projection-based displays 

in public spaces such as workplaces and shops, in which case we can develop applications 

that are specifically designed for particular locations. HWDs, meanwhile, can be used in 

environments where projectors are too costly or impractical. Handheld devices can supply 

tangible surfaces for interaction where these are most beneficial. These technologies can 

also be used in conjunction to overcome trade-offs. Projectors, being public by nature, can 

be used to display shared information, while HWDs supplement the same space with 

personal details. 

Our series of cascading studies in chapter 4 makes some assumptions about 

parameters of the emulated hardware, such as FoV size and depth of the virtual display 

plane. The results of similar studies performed on real-world hardware would likely differ 

among different devices. For instance, the ideal distance for direct input may be influenced 

by effects of the virtual display depth as illustrated in Figure 12, and task productivity is 

likely to increase with FoV, since larger application windows will be capable of holding 

more information without breaching the viewing region boundaries. Nonetheless, we feel 

these studies provide a useful example for future researchers approaching similar questions 

on a variety of hardware platforms and device variations. We believe our primary result 

from this chapter, that spatial interfaces leveraging head motion can prove effective despite 

FoV constraints, will generalize to other setups and tasks. However, this generalization 

remains to be shown through further study of spatial interfaces. 

We make several assumptions in chapter 5 in our concept and implementation about 

how a world-fixed spatial window manager should operate. Foremost, we assume a primary 
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viewing pose exists for the user within each environment. This assumption is true for many 

environments, however, alternate solutions remains to be found for certain situations, 

particularly large rooms capable of holding many people and  dynamic areas where people 

frequently move about. Second, we assume the existence of a fixed set of a small number 

of applications, for which the same layout is desired in all situations. In reality, people are 

likely to prefer several default configurations for different situations. These are likely to be 

dependent on context and location. For example, users preparing food in a kitchen may 

expect items such as recipes and cooking videos unlikely to be used in any other context. 

Third, we consider only static environments, where windows remain fixed once they are 

laid out. Real-world users will often find themselves in dynamic, bustling places, and 

solutions must be found for dealing with content placement in such environments. Finally, 

our work does not address situations where users are not stationary but would nonetheless 

prefer a world-fixed layout over a body-centric one. We believe that, in general, it is 

preferable for virtual content to have a fixed spatial relationship with real-world objects 

when possible. At present, the consequences of having objects follow users by sliding along 

walls or by jumping from object to object are unclear. Despite these uncertainties, these 

assumptions were necessary for our research to focus on the balancing of constraints within 

the layout algorithm. 

Our look at interaction in chapter 6 is dependent on the particular style of interface 

we chose, being a spatial arrangement of 2D planes as proposed in previous chapters. 

Interaction styles and techniques may change substantially between different interface 

designs; however, our literature review in chapter 2 and results in chapter 4 provide 
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evidence that the Ethereal Planes metaphor is highly suitable for analytic tasks. The 

primary limitation of our work in chapter 6 is the absence of a user evaluation. As discussed 

in the introduction and the previous section, introducing hardware prototypes comes with 

trade-offs of internal, experimental validity versus external, ecological validity. For 

example, the studies in chapter 4 were aimed at exploring the underlying human factors in 

task switching, and the study in chapter 5 was aimed at evaluating our layout manager. The 

evaluations of these studies were based on performance-based metrics, such as task time 

and user fatigue, hence, for these we developed prototypes with emulated and tethered 

displays, both of which relied on high-precision tracking systems. In contrast, chapter 6 is 

in part aimed at demonstrating a SAI on an actual wearable platform. This platform poses 

challenges for evaluation, such as drift, which is inherent in IMU-based head tracking, 

limited range of the depth camera, and low robustness of current hand-tracking methods. 

Therefore, we place our primary efforts on demonstrating how the proposed combination 

of technologies can support a wide variety of interaction techniques, and in showing how 

these can be interleaved to support seamless dual-tier interaction with SAI windows and 

contents. 

With the breadth of this work, we set the stage for a holistic evaluation of SAIs. This 

will require the development of more advanced prototypes that can be used in longitudinal 

studies, to determine whether such systems can enhance user cognition and benefit actual 

in-situ tasks. As we conclude this dissertation, we hope our work will inspire future 

researchers and product developers to explore the many particulars of designing, 

implementing and testing various interaction techniques and features of SAIs. 
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7.3 Some Areas Deserving Future Work 

In this section we highlight a few specific areas of particular importance to the 

development of SAIs. These have received some attention but are currently open areas of 

research in relation to the concepts presented in this dissertation. As the technology that 

will enable SAIs matures, realizing the benefits of such interfaces will depend on 

collaboration between experts in these and other areas of research. 

Social and collaborative experiences 

In addition to the set of primary requirements outlined in the introductory chapter, 

another important consideration for SAIs is the need for these wearable interfaces to fit 

into the users’ social spheres. A fundamental and defining difference of spatial user 

interfaces from traditional interfaces is that interaction takes place in 3D space of the 

physical world rather than within the confines of 2D screen space. As a consequence, users 

will interact in a space that is shared by real-world physical objects and other people. As 

computing activities increasingly move away from the desktop and beyond the confines of 

glass screens, interface designers must keep in mind a twofold question: First, how is a 

person’s interaction affected by others nearby; and second, how does their interaction 

affect others? Friends, family and passers-by pose distractions or various social constraints 

on the user’s behaviour. The situation becomes even more complex when we consider that 

each actor in a social scene may simultaneously play both an interface user and an observer 

of others. If information is exchanged between users, then the interplay can become very 



Conclusions 

164 

complex according to various social nuances and a multitude of potential environments, 

combinations of participants and social contexts [57]. 

However, like much other interaction research, this dissertation contains a 

substantial limitation that our design spaces, user studies and prototype implementations 

all concern single persons in isolation. This assumption of single-user use cases is made for 

practical reasons. First, lab studies commonly abstract tasks and interactions into 

conceptual components. Also, studies on multi-user or collaborative interfaces often use 

different metrics and evaluation methods than those used in single-user studies. For 

example, the studies on collaboration may attempt to measure the success of information 

sharing [148] or the quality of shared experiences [112], whereas single user studies typically 

focus on time, error rate, and other such tractable metrics. In addition to these differences, 

there are practical challenges in coordinating studies with multiple users, such as extra cost 

and scheduling constraints. It may also be very difficult to observe natural social 

interactions between users in a controlled environment.  

Despite these challenges there is also growing interest in research on social 

interaction, such as the StudentLife project of Wang et al. [222] that uses ubiquitous 

smartphone sensors to collect information to help improve the health and mental well-

being of college students. Other work is exploring how interfaces can be designed to 

support group interaction, for example by recognizing and adapting to group 

configurations known as ‘F-formations’ [133,134]. Physiological sensors in wearable devices 

are also being used to determine people’s emotions and to incorporate this information 

into shared experiences [13,20]. For the field of spatial interaction to mature, it is important 
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– and inevitable – that the lines blur between spatial and social interaction, and that experts 

in these fields bridge their work into holistic systems. 

Tangible Interaction 

One drawback of virtual interfaces lies in their absence of physicality. As we noted in 

chapter 3, the benefit of HWDs to superimpose virtual content in empty space comes with 

a trade-off of intangibility. Projection-based and handheld technologies do not face this 

problem; however, they are necessarily restricted to placing content on existing surfaces. 

To build an ultimate interface, as envisioned by Sutherland [196], would require 

eliminating this trade-off altogether, providing virtual objects with physical substance. 

Unfortunately, this idea, at least for now, lies in realm of science fiction (i.e. the famed 

Holodeck from Star Trek: The Next Generation). Nonetheless, there are efforts underway 

to approach this challenging problem. 

As we noted in our design-space exploration in chapter 2, one strategy for mitigating 

the drawbacks of intangible interfaces is the provision of palette-like objects for use in 

virtual settings [82,183,199]. Another influential technique, introduced by Billinghurst et 

al. [24], uses fiducial makers to act as both tracking support and proxy objects for virtual 

counterparts. This technique is now widely used in HAR interfaces, including commercial 

promotions using mobile applications such as Blippar [25]. More recently, researchers have 

explored more far-reaching possibilities for tangible interaction in virtual environments. 

The whimsical ‘Haptic Turk’ metaphor introduced by Cheng et al. [43] uses human actors 

to provide physical props that coincide with virtual objects felt by users in a VR 
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environment. A similar idea uses a robotic arm that dynamically moves to present a haptic 

surface at the user’s predicted touch location [8]. One promising area of work is 

‘ultrahaptics’, introduced by Carter et al. [37,227], which uses focused ultrasonic sound 

waves to provide a sense of touch in thin air. In contrast to these elaborate mechanisms, a 

simpler strategy for mobile interfaces is to appropriate objects found in the environment 

for the situation of haptic interfaces [90]. 

The developments outlined here portray the variety of imaginative methods that 

researchers have developed to overcome the seemingly intractable problem of touching 

virtual interfaces. The mixture of tangible and spatial interfaces is fairly new, but this 

discussion highlights the need for more work in this area to overcome one of the greatest 

deficiencies of spatial user interfaces. 

Information Visualization and Visual Analytics 

The one primary requirement for SAIs of the five we introduced in this work – and 

the one to receive the least attention in this dissertation – is the requirement for 

interpretation. We discussed how SAIs can support the division of information into 

digestible parts, and shifting of attention between these using head motion. We also 

discussed some specific design considerations, such as keeping specific items spatially 

constant, or placing all items related to a single task fully within view when possible. 

However, the question of how to best portray information that populates the window 

contents deserves a great deal of consideration.  
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In defining SAIs, we have already incorporated some considerations drawn from the 

fields of information visualization and visual analytics. However, there is much room to 

grow in the relationship between these areas of research and spatial user interfaces. So far, 

there is little work that bridges this gap, aside from that covered in this document. Here 

again, we emphasize the need for researchers from multiple disciplines to collaborate in 

the development of SAIs. 

Here we leave a few final thoughts about open design challenges for visualizing 

information in SAI windows. First, whereas visual analytics is primarily aimed at expert 

users conducting complex tasks in a specific knowledge domain, our vision for SAIs targets 

typical users of everyday applications. Therefore, it is important to design visualizations 

that are easy to use and immediately understandable with little or no explicit training. 

Another important consideration for designing visualizations is to make them appropriate 

for the specific platform used. In the case of HWDs, this means limiting the complexity of 

information to what can be practically supported by the display. For example, current 

HWDs have relatively limited resolution and FoV, so the information presented in a single 

window should be depicted with large enough images and labels, yet be small enough to fit 

within the window. These restrictions place a relatively low cap on the information 

bandwidth for certain devices. Visual content should also consider the particular use case 

of the device. For instance, visualizations designed for mobile use cases in the Personal 

Cockpit should be relatively easy to interpret to avoid undue distraction. Likewise, ambient 

information displays [167] embedded in a particular environment should not be overly 
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complex. Integrating information into existing environments will also require some 

expertise, as it should blend in well to prevent unnecessary distraction. 

7.4 A Final Word 

In the previous pages, we outline a new class of interface that applies the benefits of 

spatial interaction for analytic taskwork for in-situ use cases. We propose that wearable 

interfaces can be made to be much more powerful, useful and productive than in their 

current form of supporting micro-interactions. However, it is not the goal of this work to 

supersede current forms of computing, such as smartphones and desktop computing. 

Rather, we aim to highlight the advantages of the SAI paradigm in certain cases. For 

example, current mobile devices necessitate focusing at a close distance for extended 

periods, whereas SAIs can place content at a more comfortable distance, when 

circumstances allow. Smartphones and tablet computers nonetheless retain the advantage 

of haptic surfaces, and may remain in use for particular applications, much as pens and 

clipboards have not been supplanted by computer interfaces in all cases. Likewise, desktop 

computers will remain pillars of productivity for some time to come. However, as 

technology and interface designs progress, SAIs will increasingly mimic the benefits of 

desktop computers while also allowing the advantages of mobility and in-situ use. We hope 

that our primary contribution in the introduction of SAIs and our many additional 

contributions – of outlined requirements, design spaces and explorations, quantitative and 

qualitative studies, in-depth analysis and prototype implementations – will help to usher 

forth a new era of useful, productive, and engaging in-situ, wearable computing. 
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