DataLev: Mid-air Data Physicalisation Using Acoustic Levitation
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ABSTRACT

Data physicalisation is a technique that encodes data through the geometric and material properties of an artefact, allowing users to engage with data in a more immersive and multi-sensory way. However, current methods of data physicalisation are limited in terms of their reconfigurability and the types of materials that can be used. Acoustophoresis—a method of suspending and manipulating materials using sound waves—offers a promising solution to these challenges. In this paper, we present DataLev, a design space and platform for creating reconfigurable, multimodal data physicalisations with enriched materiality using acoustophoresis. We demonstrate the capabilities of DataLev through eight examples and evaluate its performance in terms of reconfigurability and materiality. Our work offers a new approach to data physicalisation, enabling designers to create more dynamic, engaging, and expressive artefacts.

CCS CONCEPTS

• Human-centered computing → Human computer interaction (HCI); Interactive systems and tools.
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1 INTRODUCTION

Data physicalisation encodes data through the geometric and material properties of an artefact [38]. Unlike conventional data visualisation that is constrained by the pixel (digital) representation on flat displays, data physicalisation brings data into the physical world to help users understand, explore, analyse, and perceive it. By directly handling or walking through a physicalisation artefact, users can actively perceive the data with not only visual but other senses (e.g., touch) and can obtain proper depth cues. Various static data physicalisation examples have been created using a variety of materials and embodiments, either by hand (e.g., clay, scale models [75]) or through computer-supported fabrication techniques (e.g., 3D printers [4], laser cutters [37]). Data physicalisation has applications in different fields such as medicine [4], geography [31], and education [76], for different purposes including self-reflection [65], storytelling [41], and decision-making [25].

One of the most difficult challenges in data physicalisation is satisfying both its reconfigurability and materiality [6, 38]. Dynamic physicalisations typically rely on approaches such as shape-changing devices [18, 25] or swarm robots [22], which still fail to provide full 3D reconfigurability and severely limit the types of materials used to create the physicalisation, to the point that current classifications [6] divide them into electronic (and reconfigurable) and non-electronic (flexible materiality, but static). Often designers have had to choose between reconfigurability of the physicalisation and material freedom for the physicalisation but cannot have both. These suggest a need for an alternative reconfigurable physicalisation platform, capable of supporting different physicalisation structures (mixing different embodiments and materials) and interaction possibilities (like combining visual, auditory, tactile, and olfactory) to build new types of data physicalisation.

Acoustophoresis—a method of suspending and manipulating materials in a medium (e.g., air) using acoustic radiation pressures exerted by sound waves—is a promising approach to realise such new data physicalisations. The suspended particles can be manipulated to create different geometries in mid-air that serve as data physicalisations. Thanks to its flexible 3D manipulation capability, acoustophoresis allows not only reconfiguration but also the animation of physicalisation artefacts (i.e., movements of artefacts can embody meaning). Additionally, acoustophoresis can handle...
different kinds of material, like expanded polystyrene (EPS) particles [45], small LEDs [66], threads [17], pieces of fabric [49], liquid droplets [20], and food items [68]. This ability of acoustophoresis opens the possibility of offering enriched material support for data physicalisations.

In this work, we present DataLev, a design space and platform exploiting data physicalisation and acoustophoresis to create reconfigurable artefacts with enriched materiality, multi-modal interactions, and mixed-reality animations (see Figure 1). Our first contribution is a novel design space for acoustophoretic data physicalisations that outlines five main dimensions: Embodiments, Materials, Multi-modal support, Mixed-reality components, and Animation to enhance data physicalisation through acoustophoresis. Our second contribution is a hardware and software platform that makes use of state-of-the-art advances in acoustophoresis, together with physical props, levitated materials, digital imaging devices (e.g., the ASKAD3 aerial plate [77]), and path planning techniques. We use this platform to demonstrate 8 examples of novel data physicalisations illustrating specific dimensions of our design space, but also as a reusable platform for others to explore this space. We also contribute a technical evaluation of the reconfigurability and materiality capabilities of the platform, as the two key aspects delimitating the conceptual space proposed by DataLev.

Figure 1: DataLev allows new types of animated data physicalisation. For example, (A) a mixed-reality presentation of scientific data, (B) multi-modal interaction showing the user’s heart rate through visual and tactile sensations and (C) a data physicalisation with enriched materiality presenting the pH level of rain water with actual droplets.

2 RELATED WORK

Data physicalisation [38] aims at enhancing humans’ abilities to understand, explore, analyse, and perceive data. However, it does not explicitly focus on visual sensations nor solely relies on flat displays to convey data. Instead, data physicalisation uses physical artefacts to represent data, attempting to tap into the human’s perceptual exploration skills more broadly (e.g., active perception, multiple senses, correct depth cues). Empirical studies have shown that the use of data physicalisations improve users’ performance of exploring and interacting with 3D bar charts, when compared to interactions through flat screens (i.e., monoscopic or stereoscopic) [37] or VR glasses [57], thanks to visual realism and direct user touch.

We review this space according to the cross-disciplinary design space proposed by Bae et al. [6], which describes and analyses data physicalisation according to three facets: i) Structure, which focuses on how the data is physically embodied (Section 2.1) and materialised (Section 2.2); ii) interaction, which focuses on the dialogue between the user and the physicalisation (Section 2.3); and, iii) Context, which is analysed in terms of existing acoustophoretic applications (Section 2.4).

2.1 Embodiments

Advances in digital fabrication have made the process of creating physicalisation artefacts easier for many people who have access to computer-supported manufacturing machines such as 3D printers [4], laser cutters [37], and computer numerical control (CNC) milling machines. The choice of materials in digital fabrication is more limited than in the hand-crafted approach, but multi-material 3D printing technology [60] is still rapidly advancing and is expected to cover more and more materials. Reconfigurability [38] is challenging in physicalisation as updating the data entails a time-consuming process of reconstructing the physical artefacts.

A promising approach to reconfigurability is through shape-changing displays that use an array of motorised elements such as rods [64], pins [18], or clips [25] to create different height maps. Researchers have also explored the possibilities of employing other actuators, such as thermal [29], fluidic [48], pneumatic [72], biologic [73], or shape-memory alloys [58], to achieve reconfigurability, but actuation is typically limited to 1D. Self-propelled swarm robots like the Zoonids-based platforms [22],[23] with wheeled micro-robots are used as physical tokens on a tabletop for data physicalisation. These robots can be manipulated collectively or individually and behave like moving physical pixels to display line charts and scatterplots on the tabletop (i.e., 2D reconfigurability). Combined with reel-based linear actuators, ShapeBots [62] allows various shapes and geometric transformations, and up to 12 robots as physical tokens have been demonstrated. The data representation capability of such platforms (even combining shape-changing and swarm robots) is limited to supporting planar or 2.5D structures and does not support any 3D transformations.

There are several approaches to suspending materials in mid-air [9] and manipulating them in 3D that have been explored by the HCI community. For example, ZeroN [42] uses magnetic levitation to suspend a metallic sphere that users can interact with and manipulate in the anti-gravity space. Air stream has also been used to levitate materials and to create mid-air tangible interfaces: Aerial Tunes [1] is composed of six devices that can control air stream to levitate EPS balls at different heights, and Floatio [74] used a similar setup but focused more on presenting lifelike movements...
with a single ball. Smalley et al. [61] used light to trap and scan a cellulose particle quickly to create mid-air volumetric images. However, individual 3D manipulation of multiple materials is still challenging in these approaches.

Drone shows with 100s of drones are a popular alternative to fireworks to create 3D images in the night sky [78], and they offer more flexible movements in 3D space. GridDrones [8] presented relief maps in mid-air with 15 cube-shaped drones. However, their design was limited to a 2.5D grid (e.g., $1 \times 3 \times 5$) representation because they did not allow drones to fly over the top of one another due to the downward thrust each drone creates. This suggests that drones’ capabilities of 3D manipulation are still limited when space is confined.

In contrast, acoustophoresis [45] allows 3D manipulation of multiple materials at the same time inside an enclosed space, enabling data physicalisation to be highly reconfigurable. Another important advantage of acoustophoresis is that levitation is not limited by material properties, while such choice is limited in other levitation techniques (e.g., only ferro-magnetic materials are suitable for magnetic levitation). We review acoustophoresis in more detail in Section 2.4.

2.2 Materiality

One popular definition of data physicalisation suggests that data is encoded through both the geometric and material properties of an artefact [38]. A recent physicalisation review [6] classified materials in physicalisations into electronic and non-electronic materials to highlight that many reconfigurable data physicalisation platforms (aka electronic platforms) limit material choice while static physicalisations (aka non-electronic platforms) offer the most material freedom.

Non-electronic materials, like artefacts fabricated by laser cutters [37], 3D printers [4], [63], and fluidic materials [48], can often enrich the embodiments and situatedness of data to better contextualize [10] them for different data types and chart types. Meanwhile, electronic materials such as the plastic pins in the InFORM system [18] have more reconfigurable capability, but they are carefully designed and only adopted in specific interfaces and contexts. That is, electronic materials are tightly coupled with their reconfigurability with the loss of materiality choices.

Non-electronic materials (e.g., 3D-printed objects or hand-crafted artefacts) can be made to represent data in reconfigurable physicalisations by integrating them with the microcontrollers or sensors used in the platform [6]. Despite this possibility, material reconfigurability, where different materials can be used within the same physicalisation, is extremely hard to achieve. Therefore, decoupling material choices and corresponding reconfigurability (i.e., allowing both material independency and reconfigurability) is very promising to open immense data encoding channels, physicalisation structures, and interaction possibilities.

2.3 Animations and Interactions

Animations are used in data visualisations to support the interactions and transitions between different analysis tasks (e.g., select, filter, sort [64]) which can effectively attract user attention and enhance engagement or enjoyment [27]. Although animations have been proposed in physicalisation [38], they are often challenging to implement as they require fine reconfiguration or transformation of physical materials (e.g., changing positions, deformation, or smoothness) over time. Swarm robots support some physicalisation-based animations like stop-motion animation [22], [23] and animated sine waves [62], by changing their positions and shapes. However, these animations are often limited to rigid 2D motions [23]. Shape-changing displays (e.g., EMERGE [64], InFORM [18]) changed heights of actuated pins or rods to demonstrate interaction animation effects. Meanwhile, an interaction study of physical bar charts [64] has noted that some participants felt that the interaction animations interfered with their ability to comprehend the data and that they did not get much value from them.

According to a recent design space study [6], visual and haptic interaction are still the main interaction modality in most physicalisation works. For example, direct touch and tangible interaction are allowed with physical charts [23], [48], [67] where users can manipulate their physical elements (materials) and get haptic feedback. However, existing works typically design through visual modality to encode and perceive the data information and less likely to consider combining multi-sensory channels (i.e., visual, auditory, tactile, and gustatory modalities), despite the fact that such multi-sensory integration could make data more accessible to visually impaired people and deliver data in more intuitive ways.

In terms of interaction environments, data physicalisations have attempted to integrate both physical and digital presentation [70], to take advantage of the benefits of both physicalisation (e.g., multi-sensory and realism) and visualisation (e.g., high resolution, animation, and scalability). This mixture has a close relationship to immersive analytics [14], which also seeks to interact with and explore data in mixed-reality environments (i.e., situated contexts). However, the implementation of mixed-reality environments typically uses optical projection onto planes [25], [62], limiting spatial presentations. The other way is rendering digital environments through head-mounted displays [30], which also brings technical challenges for multi-user co-located collaboration [15]. Thus, a well-designed interaction environment is needed, which could help to promote the efficiency of data physicalisations.

2.4 Acoustophoretic systems

Acoustophoresis has been notably advanced over the past decade through the introduction of two fundamental techniques: phased arrays of transducers (PATs) [20], [52] and acoustic holography [45], [46]. PATs allow dynamic control of dense arrays of sound sources (e.g., $16 \times 16$ ultrasound transducers), while holography enables PATs to accurately control sound fields and manipulate multiple materials freely in 3D space [45]. High-performance computational techniques have allowed fast manipulation of materials in real-time, and speeds of up to 8.75 m/s have been demonstrated on a lightweight EPS particle [33]. The above advances assumed the space between the transducers to be always empty with no sound-scattering objects, but a recent reformulation of the boundary element method removed this limitation [32], enabling high-speed acoustic levitation in more flexible environments even with the presence of sound-scattering physical artefacts.
Threads [17] or lightweight fabric [49] with an arbitrary shape (e.g., a fish, a butterfly, or a rocket) can be levitated and manipulated in mid-air by using small particles attached to the threads or fabric as levitation anchors. Levitating sound-scattering objects larger than half of the wavelength (i.e., 4 mm) requires special vortices of high aperture [13],[35]. 3D manipulation of large-sized sound-scattering objects has not been demonstrated yet, but we believe that further technical advances will allow us to integrate such objects into the DataLev system as well.

An interesting application of acoustophoresis is to create multi-modal volumetric displays [33],[56]. In these systems, particles scan 3D content quickly enough to provide the persistence of vision (POV) effect with simultaneous full-colour illumination, revealing the 3D visual content in mid-air. Acoustophoresis can recreate tactile and audio spotlight sensations by delivering similar tactile pressure points that our bare hands can feel [11] and sound spotlights that are audible only within a defined space [51]. The interesting point is that the creation of these three modalities (i.e., visual, auditory, and tactile) relies on the single acoustophoretic principle and can be combined together to provide multi-modal experiences [33],[56]. Acoustophoresis also covers the other two senses: gustatory and olfactory. For example, TastyFloats [68] is a levitation platform on which food morsels (e.g., coffee, meat, and bread) can be levitated and transported to different locations. The system is also being setup at a restaurant in London (Park Row [79]) to provide multi-modal experiences to customers who can see, smell, and drink levitated droplets.

Floating Charts [53] is the only example of using coloured EPS to represent the numerical values of tabular data using acoustophoresis. However, Floating Charts did not leverage the unique features of acoustophoresis (i.e., material independency, multi-modal capability, mixed-reality display) that could benefit the creation of novel data physicalisation.

### 3 DATALEV DESIGN SPACE

DataLev provides a design space to create rich physicalisation by leveraging acoustic levitation. Our design space includes 5 main dimensions (*Embodiments, Materials, Multi-modal support, Mixed-reality components, and Animations*, detailed below) and is summarised in Figure 2. On the left, each dimension includes various potential possibilities and features, extracted from state-of-the-art advances in acoustophoresis. On the right, we show how the prototypes presented later in the paper (E1-E8) fit within our design space, showcasing their stress on different dimensions but also how physicalisations can combine several features from each dimension, providing a huge number of potential physicalisation combinations.

#### 3.1 Embodiments

This dimension encompasses the traditional concept of embodiment from data physicalisation, being related to the geometric properties of the artefact and including all approaches and alternatives discussed in Section 2.1 (e.g., *Object* for static parts, *Mechanical* for shape-changing parts). However, DataLev extends this concept to explicitly include and consider the transducer arrangements required to enable the levitation. Among these arrangements, the top-bottom setup provides the most levitation capabilities and is the most widely used for acoustophoretic displays [33],[45],[49]. Single-sided setups [46] offer more flexibility in designing the embodiment but more limited levitation capabilities, while V-shaped setups [46],[53] provide a trade-off between both aspects. Note that transducer arrangements can also be combined with other aspects of the embodiment. For example, they can be attached to a mechanical arm [16] or a gimbal structure [39] (i.e., Mechanical + Transducer) or combined with external objects (i.e., Object + Transducer), such as acoustically transparent objects (e.g., decorations [21] or tools [54]) or arbitrary objects reflecting ultrasound off their surfaces [32].

#### 3.2 Materials

This dimension extends the traditional concept of materiality. Again, typical material properties for traditional physicalisation (i.e., electronic and non-electronic, as in [6]) are available, but these are extended with the materials that acoustophoresis can dynamically control. At this point, it is important to consider the raw materials that can be levitated (e.g., EPS particles, liquid, food), but also the structures that can be built using them (e.g., using threads or fabric), as they all provide designers with opportunities to enhance physicalisation materiality, which can influence data semantics and storytelling (see Figure 3).

For a solid material, the shape, size, and density of the material sample trapped are the main factors that determine its suitability (i.e., trapping stability). Most algorithms are designed to trap lightweight, spherical objects smaller than half the acoustic wavelength (i.e., 4 mm in our case), explaining the commonplace use of EPS particles [45]. Edible materials can also be used, such as meat, rice and noodles [69] (e.g., to represent nutrient data), or any other solid material providing domain-specific meaning (e.g., cubic zirconia in Figure 3, electronic components [3] or even insects [71]). Liquid materials such as water [20], silicon, and glue [16],[24] can also be used to physically represent data, such as raindrop pollution levels or temporal evolution. For example, dynamic fabrication can be used to show how data objects change over time. This level of material freedom provides unprecedented choice not available in any other physicalisation platform, blurring the boundary between physicalisation and fabrication [34], with the content being levitated first, and then assembled to join the static (i.e., Object) embodiment of the DataLev physicalisation.

Following from the above, materials can also be arranged into structures using cotton thread [17] or SuperOrganza fabric [49], and such structures have been extensively used mostly for display and visualisation purposes [17],[32],[49]. Those materials are used for optimum manipulation enabled by their low weight allows, but other materials explicitly representing the domain properties of the data can be used instead. Thus, it is up to designers to exploit this Materiality-Animation trade-off, using general-purpose materials to improve Animation performance, or other materials for context or Multi-modality.

#### 3.3 Multi-modal support

This dimension extends traditional physicalisation to include the potential of acoustophoresis to represent multi-modal data without
the need for additional haptic, audio speakers, or smell delivery devices. The levitated part of the physicalisation can deliver not only visual but also tactile and auditory content all at the same time [33]. Due to its extended materiality, acoustophoresis also facilitates the stimulation of chemical senses, such as olfactory and gustatory modalities. The most trivial approach is to use smell-infused and/or edible materials to encode data. Ultrasound resonant modes [33] cause drops to vibrate, facilitating diffusion for smell delivery. Alternatively, scented aerosols can also be directed, using Bessel beams [50] or even acoustic focal points [26]. Smell and taste can help contextualise the physicalisation and improve users’ situated awareness of the dataset. For instance, a multi-modal display could levitate different types of coffee, creating audio spotlights with the name of the source (e.g., Egyptian, Ethiopian) when a user points at them, directly tasting the liquid coffee, or directing its scent to the user.

On the one hand, the potential of acoustophoresis is to address all modalities while, at the same time, decoupling such modalities brings an interesting perspective to physicalisation. That is, simultaneous seeing, hearing, and feeling are possible, but it is equally possible for some parts of the data to only be seen while other parts can only be felt or heard. The modalities used or even the mapping of modalities to subsets of data also remain reconfigurable over time.

On the other hand, the benefits of physicalisation are often assumed to rest on their tangibility, letting users directly explore data simultaneously through all their senses. The visual complexity of levitated content is still limited, and tactile sensations cannot replicate the feeling of a solid object (e.g., weight, temperature). While techniques for direct manipulation of levitated content [36] exist, the content is never in direct physical contact with the user’s skin, and manipulation still needs to follow the rules defined by the interaction technique, arguably not being as natural, intuitive and expressive as an unconstrained object exploration with the hand. Hence, the extended materiality and reconfigurability achieved via levitation need to be considered against its more limited support for direct interaction and exploration.

### 3.4 Mixed-reality Components

This dimension addresses changes in the visual appearance of (parts of) the physicalisation not related to their *embodiment* (e.g., shape change) or *materiality* (e.g., glue solidifying), which can be supported by a range of display approaches. We consider 3 elements for this dimension: *Real, Virtual and Levitated Mixed-Reality (MR) components.*
Real MR components refer to appearance changes to the Embodiment (i.e., not including the levitated content). They can be implemented using a variety of approaches, such as projection mapping or displays embedded on the surface of static objects, and they address more traditional physicalisation approaches (i.e., tangible materiality, but limited reconfigurability). Virtual MR components support current trends in immersive analytics and MR [14,15] and can be created by additional display approaches such as ASKA3D aerial plates [77], autostereoscopic devices, or VR headsets, providing immersion and high reconfigurability, but no materiality. Levitated MR components change the appearance of levitated parts of our physicalisations (e.g., particles, threads, fabric), achievable via projection mapping [49] or LED illumination systems [33]. Levitated MR components are crucial to provide a more complete coverage of the Reality-Virtuality continuum, filling the gap between the rich materiality but reduced reconfigurability of Real MR components, and the high versatility but lack of materiality of Virtual ones.

3.5 Animations

We embrace the concept of animation over the traditional concept of reconfigurability [38] in our design space. That is, DataLev can not only spatially reconfigure, transitioning between states as to represent different datasets (or views of the same dataset), but also allow high-speed manipulation of data objects in the temporal dimension. We define this dimension as Animation, stressing time as an extra feature of the physicalisation in which motion, timing and other principles of animation also reflect meaning [40].

Animation can be constrained (i.e., 1D as in ShapeClips [25], 2D as in Zoooids [22]) or completely free (3D), and DataLev distinguishes two mechanisms for specifying such animations: Manual and Automatic. The Manual mechanism gives the designer control over where each element moves and at what speed to customise the Animation, increasing control and expressiveness at the expense of increasing their workload. Where the physicalisation only needs to transition between states (i.e., expressiveness is not required, and simple reconfigurability is enough), Automatic Animation can be implemented by using path following techniques (i.e., the geometry of transitions is known, but timing is not specified or not relevant) or path planning (i.e., only starting and end states are known) to compute both animation path and timing for reconfigurable physicalisations.

4 DATALEV PLATFORM

Our platform is based on OpenMPD [47], an open hardware and software solution for multi-modal ultrasound displays, and introduces novel components never demonstrated with acoustophoresis before, such as a hybrid imaging technique combining projection mapping with an ASKA3D aerial plate [77] and path-planning techniques [12] applied to levitation. We describe this platform3 according to its implementation and support for each of the 5 dimensions in our design space:

Embellishments: Our Embellishments make use of open transducer boards [47] (16 × 16 transducers, at 40 kHZ) in different arrangements (i.e., top-bottom, V-shaped, or single-sided; see Figure 4A).

In most cases, we reuse OpenMPD’s implementation of the GS-PAT solver [56], as it can be configured to support all these arrangements by simply specifying transducers’ positions and orientations. For specific examples using Object + Transducer embodiments (E3, exploiting ultrasound reflections off static objects), we used the algorithm by Hirayama et al. [32], encapsulating it as an additional OpenMPD solver. These solvers can support up to 2048 transducers if larger-scale data physicalisations are required.

Materials: Our platform is material-agnostic (i.e., any can be used) and allows users to adjust the acoustic pressure level at each levitation trap according to the material properties, thanks to the GS-PAT solver [56]. For instance, we can adjust the pressure according to the material density to efficiently manipulate multiple different materials (i.e., dedicate more pressure to denser materials) or provide constant pressure to avoid levitated droplets atomizing [20]. Importing materials (i.e., levitating materials at the initial positions in levitation space) is achieved by a camera-based self-assembly technique [17] for solid materials (including structured fabric) and by an automatic injection method [2] for liquids.

Multi-modal Support: As per Multi-modal support, both of the solvers used are capable of delivering tactile, auditory, and visual modalities. We support the delivery of the gustatory and olfactory modalities through suitable materials and amplitude control for resonant modes. Switching to visual, gustatory, or olfactory modalities requires the same self-assembly or auto-injection process described in materials, as they involve levitating materials, while switching to tactile or auditory modalities can occur instantly. Hand-tracking devices (Leap Motion and OptiTrack) are used to support interaction with the physicalisations, either co-located [56] (see Example E5) or at a distance [5] (see Example E4).

Mixed-Reality Components: Mixed-Reality Components are implemented by a combination of 2 imaging solutions. First, an LC projector is used to support Real MR Components, via projection mapping on the surface of static, non-levitated objects. This projector is also used to project on Levitated MR Components, either via projection mapping on mid-air screens [17],[49] illuminating levitated materials (e.g., EPS particles, droplets, food) or even POV volumetric display by high-speed particles or quickly spinning screens [47].

Second, we use an ASKA3D aerial plate [77] to support Virtual MR Components, being the first to demonstrate virtual content spatially overlaid with levitated components. By integrating aerial images within DataLev, we can provide a balance between the levitated materials (true 3D), which have low resolution, and perspective-correct aerial images, which can present high-resolution 2D digital images or 3D objects. The location where the aerial images are generated is defined by the embodiment (e.g., see Figure 4B for our top-bottom examples). No calibration is thus necessary for the aerial images, and such mapping could even be dynamically modified by adding Mechanical embodiments (i.e., moving the display).

Animation: Finally, Automatic Animation is supported by a S2M2 path planning algorithm implementation [12]. We demonstrated for the first time that adaptation of path planning to acoustophoresis is important to provide feasible paths and timing for the particles to move from one state to another, avoiding collisions under user-defined maximum velocity constraints. To avoid physical collisions for animation transformation, the path

---

3Source code, hardware components and design files are available at https://github.com/Lei-Oriana/DataLev
planning algorithm keeps safe distances between levitated materials as it is difficult to separate levitation traps once they merge [45]. The maximum velocity constraints vary according to the number of elements and materials used, and thus it is important to investigate them in each case as described in Section 6. Given the planned position and timing information, our solvers can achieve reconfigurable animation using acoustophoresis.

5 EXAMPLES

Our design space can define a wide range of unique and rich physicalisations, extended via acoustic levitation. We then use our platform to demonstrate several physicalisation examples, highlighting DataLev’s potential to enable mixed-reality animation, multi-modal interactions, and enriched materiality (see also our video).

5.1 Mixed-reality animation

DataLev’s MR components allow physicalisations in which the dataset is presented both digitally and physically, collocated inside the working volume, with no user instrumentation (i.e., user is not expected to wear any head-mounted displays for 3D visualisation or haptic gloves for multi-modal feedback). The platform is versatile in supporting dynamic mixing of MR components, with Levitated MR components representing data of interest while the Real MR or Virtual MR ones can represent additional or contextual information, or vice versa. In addition, our physical representation in DataLev can be animated, allowing the embodiment of data meaning even through artefacts’ movements (e.g., speeds, paths, vibrations).

Example E1 (Figure 5) demonstrates the physicalisation of bird migration. An acoustically transparent screen is laid horizontally 3 cm above the bottom board, acting as a Real MR component on which a world map is projected. Levitated MR components are then used to represent several bird-migration routes, either as EPS particles or via a POV image of a bird flapping its wings along the route. Both are Manual Animations, which the designer can tune to embody data (i.e., flying speed and time) or for expressive storytelling. The system supports multiple POV images, allowing a user to inspect the migratory patterns of multiple species at the same time.

Example E2 (Figure 6) shows the mixed presentation of data using similar MR components (i.e., a projected map and EPS particles with different colours) to represent airport connections as a network diagram. The specific path connecting airports is not relevant, and only airport connectivity needs to be presented. Given that paths do not have meaning in this network diagram example (only the fact that they are connected is relevant), E2 uses Automatic animation (path planning) to define paths.

In the previous two examples, data of interest was presented by the Levitated content, while the contextual digital information in the form of maps was presented by the other components (i.e., projection). Example E3 (Figure 7) demonstrates mixed-reality presentation in the opposite way, providing a neurological visualisation using a single-sided transducer arrangement with a passive real-world Object [55]. A 3D-printed artefact (i.e., a skull) is physically placed by the user, defining the dataset to visualize. A projection on the structured fabric material is used to visualise the contextual data (e.g., a cross-sectional cryosection of a human head). Our video shows that the same example can be implemented using a different embodiment (i.e., V-shaped + Object), demonstrating how the DataLev platform supports different embodiments. Please note any of these examples can be trivially extended via Virtual MR components (i.e., the ASKA3D plate), such as to provide additional contextual information in mid-air (i.e., as illustrated later in E5 and Figure 9).

5.2 Multi-modal Interaction

Example E4 (Figure 8) uses a scatterplot to showcase the possibilities in our platform, supporting also interaction at a distance (gestures) and simultaneous visual and tactile modalities. The scatterplot is composed of 9 EPS particles levitated and represents the total investments in networks in three different countries over different years, each on a different axis. The user can inspect the data in different ways, like filtering, sorting, or updating. Using Automatic Animation (i.e., path planning), DataLev can translate each data point individually in 3D space and allows reconfigurability of the dataset. Unlike other reconfigurable data physicalisation platforms where physicalisation is limited to 2D or 2.5D, DataLev supports full 3D control. Using the Leap Motion camera in the DataLev system, simple user gestures can be mapped to the different tasks. During the gesture input, DataLev can also provide tactile

Figure 4: Details of our reference implementation. (A) Main transducer arrangements and embodiments supported. (B) Overview of the imaging solution used to support MR Components featuring a projector and an ASKA3D aerial plate.
feedback to the user according to the fingertip position obtained by the Leap Motion.

Example E5 showcases an interactive weather report combining visual and auditory modalities, Virtual MR content and direct manipulation of Levitated content. This example used the ASKA3D plate to display the aerial imagery of the UK map (Virtual MR) and enabled the user to manipulate the levitated fabric with hands by using a direct manipulation technique (i.e., TipTrap [36]). When the user moves the lens displayed on the fabric to one of the cities (e.g., Newcastle, Glasgow) presented on the aerial imagery, the weather forecast in the city is visually displayed on the fabric and aurally presented by creating an audio spotlight. The audio could instead be used to physicalise other aspects of a dataset, such as urban noise levels.

While the haptic sensation was used as confirmatory feedback to support users’ interaction in Example E4, it can also be used to embody data. Example E6 (Figure 10A) shows a self-quantification example where a user can see and feel their heart rate at different times in the day to get a sense of their cardio fitness and appreciate the intensity of their daily workout. Here, the beating frequency of the heart is mapped to a haptic frequency and intensity and displayed on the user’s finger, while the visual POV image of the heart contextualises the information.

5.3 Enriched materiality

The choice of material connects context, interaction and structure together and makes data more perceptible and interpretable [6]. These examples showcase the enriched materiality enabled by DataLev, presenting scatter plots made with materials that have meaning to the user in the specific context of that data. Example E7 (Figure 10B) shows a scatter plot representing nutrient data of different food items (i.e., percentages of carbs, protein and fat, each on one axis). In this example, actual foods (e.g., bread, mushrooms) are used to represent their own data (i.e., instead of labels or icons, as in alternative systems), and users can even directly explore the data or see what the food tastes like. Such enriched materiality with free 3D reconfigurability (i.e., Animation) is only possible with acoustophoresis.

Materials that can be levitated in DataLev are not limited to solids and can be liquid droplets too. Example E8 (Figure 11) shows a geospatial map presenting pH levels of acid rain in the US in
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Figure 8: Example E4 showing a 3D scatter plot presenting the total investment in networks by the electronic communication sector, per country and year: The original data can be (A) filtered, (B) sorted and (C) updated.

Figure 9: Example E5 showing a geospatial map and presenting the UK weather forecast. The ASKA3D plate provides contextual information about the UK map, while users can directly manipulate the levitated fabric, which shows detailed information about the weather using both visual and auditory modalities.

Figure 10: (A) Example E6 shows physicalisation of users’ heart rates. The DataLev platform can simultaneously create a visual image (i.e., heart shape) and tactile sensation, which represents the heart rate. (B) Example E7 uses a 3D scatter plot to represent the nutrient data of different foods. DataLev can use different materials to represent the data, enhancing materiality in data physicalisations.

Figure 11: Example E8 shows a geospatial map presenting the pH level of acid rain in the US in 1994. We represented raindrops by dropping the levitated water droplets and updated the map with enhanced materiality.

1994. In this example, the water droplets that are levitated and illuminated by different colours represent raindrops with different pH levels. After dropping the levitated water droplets one by one at the specific positions, we update the geospatial map according to the pH level. Although we used water for all the droplets, this approach has a huge potential to embody data through different physical properties (i.e., using sourness to represent the pH level through taste or other material properties, such as viscosity and odour).

6 EVALUATION

DataLev provides a design space to help design rich physicalisations augmented with acoustic levitation, and our platform and examples illustrate its potential. However, conceptual designs resulting from
6.1 Animation Performance

The available movement speed is an important factor when designing animations in DataLev. Although a maximum speed of 8.75 m/s was reported in [33], this speed test was only for a single EPS particle moving along a 1D path (vertical or horizontal). In this evaluation, we examined achievable speeds in different conditions: animation dimension (2D plane or 3D volume) and the number of data points $N = \{2, 4, 6, 8, 10\}$. We used EPS particles in our animation evaluation as well because they are the most common materials used in acoustic levitation.

In this evaluation, we randomly assigned initial and target positions and used the path planning algorithm to determine the animation path for each data point. Here, the initial and target positions are constrained to a 2D plane (i.e., $12 \times 12$ cm at the centre of the system as shown in Figure 12A) or a 3D volume (i.e., $12 \times 12 \times 12$ cm as shown in Figure 12B) according to the animation dimension, and the maximum velocity $v_{max}$ was set to 0.01 m/s as a reference. We repeated this process to obtain 10 different animation patterns for each condition. Then, we played each animation at three different playing speeds (i.e., $x1, x5, x10$) to check if all the EPS particles could successfully translate to their target positions and reported the success rate for each condition (see Figure 12). Since the reference maximum velocity $v_{max}$ is 0.01 m/s, different playing speeds of $x1, x5,$ and $x10$ correspond to different maximum velocities of $0.01 \text{ m/s}, 0.05 \text{ m/s},$ and $0.1 \text{ m/s}$, respectively. We do this instead of changing $v_{max}$ to allow us to compare the same paths across different velocities because the change of $v_{max}$ in path planning could lead to different paths for the same start and target positions.

Each condition was classified as a success if all the particles reached their destination without dropping (i.e., the system could not hold the particle in place by defying gravity, and it fell to the base of the platform). If any particle dropped, the trial was classified as a failure. The success rate was calculated by dividing the number of successful trials with the total number of attempted trials. For the 2D animations (see Figure 12C), we can always obtain high success rates (80–100%) when $N \leq 8$, even with the highest playing speed (i.e., $v_{max} = 0.1 \text{ m/s}$). With 10 data points, the animation performance declined at the fastest animation velocity (i.e., 0.1 m/s), but we can still obtain high success rates at the slower animation speeds. The plot of the performance in 3D animations (see Figure 12D) indicates a tendency to decrease with the increase in the number of data points. This result agrees with the algorithmic evaluation from [56], which explains how the number of focal points influences the acoustic pressures the system can induce. Although it is possible to increase both $N$ and $v_{max}$ at the same time by increasing the number of transducers, we should strike a balance between them to make full use of the setup.

6.2 Materiality Performance

To evaluate the performance of materiality, we performed similar evaluations from the previous section using different four types of liquid droplets instead of EPS particles: water, milk, isopropyl alcohol, and UV resin. Manipulation of liquid droplets is usually more difficult than handling EPS particles because of their higher densities and the fact that the trapping forces need to be carefully adjusted to avoid droplet atomization. Therefore, we used less-challenging conditions, focusing on the 2D plane, smaller $N$ (2 or 4), and lower $v_{max}$ (0.01 or 0.03 m/s).

Figure 13A shows that there is no big difference between different materials when $N = 2$, but the materials start behaving differently when we double the number of data points ($N = 4$) as shown in Figure 13B. Droplets of isopropyl alcohol perform the best among the four materials, realising a high success rate (i.e., 70%) even with $v_{max} = 0.03 \text{ m/s}$. On the other hand, the success rates with UV resin are the worst and lower than half even with the slower velocity (0.01 m/s). The material densities of the liquids used are the main factor in this result. The low density of isopropyl alcohol (about 80% of the others) makes the manipulation easier than with the others. The second possible reason is their surface tensions. When a droplet with a higher surface tension is injected from the dispenser, a stronger capillary force is applied to the droplet, making it difficult to inject a small droplet [19]. During the evaluation, we observed that the droplet size of the UV resin tends to be larger than the others, and we believe this affects the performance of the UV resin. To mitigate the effect of surface tension in the injecting process, we need an injecting approach like the one proposed in acoustophoretic printing [19].
7 DISCUSSION

DataLev offers a new approach to data physicalisation by combining traditional methods with acoustophoresis. This creates new opportunities for creating reconfigurable physicalisations with interesting materiality and multi-modal interaction. Our design space provides a framework for exploring these physicalisations, and our reference platform offers a starting point for rapid prototyping.

Our technical evaluations show the potential of current acoustophoresis technology in terms of reconﬁgurability and materiality. As research into acoustophoresis continues, these capabilities are likely to improve, allowing us to explore a wider range of physicalisations within our design space. However, even with the current limitations of the platform, our evaluations can provide designers with a foundation for exploring physicalisations at the intersection of conceptual and physical. As the capabilities of the platform evolve, we would also need to extend our evaluations to consider more material properties, interactions between modalities, and dimensions within our space.

Even in the context of current technologies, DataLev’s design space allows for the creation of novel physicalisations for a range of 3D chart types, including network diagrams, scatterplots, and map charts. These types of charts can be diﬃcult to create using traditional 2.5D physicalisation methods, but with DataLev’s support for 3D reconﬁgurability and non-electronic materiality, they become possible. Our 8 example physicalisations demonstrate the particular potential for showing data sets with a temporal component, such as airline routes or migration patterns, or using materiality for semantic purposes, such as scatterplots of nutrition data or pH levels.

One potential beneﬁt of using DataLev is the ability to easily add visual elements such as axes, texts, and legends without physically occluding or disturbing other data objects. This can improve the readability and understandability of the data by providing context and reference points for users [23]. In the DataLev platform, these additional elements can be added in a digital way, such as by projecting labels on a horizontal plane or levitated fabrics or by using an ASKA 3D plate to generate aerial labels in the vertical dimension. This allows the labels to be updated as the user changes the orientation or the datasets being visualized. Other auxiliary visual elements, such as a 3D grid coordinate system, measuring scale, and legends, can also be easily supported within DataLev to make the physicalisation more practical and understandable for users.

DataLev’s use of acoustic levitation allows for digital and physical displays to complement each other, allowing for the best of both worlds. For instance, Virtual MR components can be used to show, reconfigure, and ﬁlter large datasets, while Levitated MR components can be used to focus on speciﬁc subsets and beneﬁt from the enhanced materiality and 3D reconﬁgurability of acoustophoresis. This approach is particularly useful for physicalisations that use a focus + context approach [7], as it allows for reconﬁgurability and materiality to be dynamically adjusted. It can also be used to easily add visual elements such as axes, texts, and legends, which are necessary for interpretation but can be diﬃcult to incorporate into a reconﬁgurable physicalisation.

The possibility of non-ephemeral Levitated content strengthens the case for DataLev as a bridge between the Real and Virtual components. While Visual POV, Tactile or Auditory elements are typically ephemeral, some of the other physicalisations we demonstrated using EPS and food particles are persistent for longer periods. The use of other materials (e.g., glue and solid elements) in acoustophoretic 3D printing and fabrication techniques [16] provides a further way for Levitated content to support dynamic and controlled transitions from immaterial but highly reconﬁgurable Virtual content to material-rich and permanent physicalisations, using mostly Real objects. We believe that this novel approach will blur the boundary between reconﬁgurable physicalisation and fabrication, opening up opportunities for new physical analytics.

In this work, we proposed a generic design space and illustrated it using a number of embodiments (top-bottom, single-sided, and V-shaped, with and without external objects) that used arrays of 16 × 16 transducers to manipulate 10 animated data objects (i.e., up to 32 static data objects according to [56]). Other embodiments can also be considered, such as top-bottom setups mounted on rotating frames [39], setups using more boards (e.g., for desktop or tabletop-sized physicalisations) or smaller setups that are wearable (e.g., GauntLev [44]). Each of these diﬀerent embodiments will have its own capabilities, enabling a range of application scenarios and associated challenges. For instance, smaller setups will require the integration of acoustic board circuitry without compromising the aesthetics or functionality of other elements in the physicalisation. Larger setups (e.g., wall-scale) will need more transducers, increasing the complexity for the acoustic solvers that must meet demanding performance requirements (i.e., >10K solutions computed per second). Evaluations that characterise the reconfiguration and material capabilities of each of these speciﬁc platforms would also be necessary. We believe such evaluations can help us understand some principles that can guide decisions on how diﬀerent embodiments inﬂuence other parameters in our design space.
We presented co-located [36] and indirect [5] multi-modal interactions and mid-air haptic sensations. However, as discussed in Section 3.3, there is a spatial separation between the finger and the levitated contents even in the co-located case. User interactions in the DataLev platform tend to be mediated and it may not always be possible to emulate the dexterity of the interaction that is prevalent in fine-hand exploration and manipulation. It can further be argued that such mediated interactions, whether purely gestural or augmented with tactile feedback, may never match the richness of physical contact that is possible with tangible materials. However, Cornelio et al. [43] showed in a study that users feel a similar sense of agency (measured using the intentional binding paradigm) using virtual knobs and mid-air haptic feedback as with physical knobs. This suggests that it is possible to create experiences like agency in the DataLev platform if the design of actions and outcomes is well thought out.

Regardless, these differences and losses in tangibility need to be understood and considered when designing DataLev physicalisations. For instance, hand-held objects that can be examined using fine motor skills and senses may require different types of interactions than levitated elements inside larger setups with reconfigurable materials. These reconfigurable materials may choose to minimise direct manipulation while offering maximum reconfigurability.

Understanding how to best design and exploit these strengths and limitations will require further efforts. Currently, the system has been set up to showcase the opportunities and possibilities enabled by DataLev, but it has not been designed to serve as a full end-to-end data physicalisation platform. Plug-ins for other visualisation packages like Excel, D3 [28], or Vega-Lite [59] would be required for converting raw data into 3D scene-graphs that are ready for physicalisation (e.g., our implementation uses the Unity 3D client in OpenMPD [47]). We believe this is an important step in exploring DataLev further, and one that we hope our open platform can facilitate. A second challenge is that we lack specific design principles for creating complex data physicalisations with DataLev. Further explorations are required, along with suitable studies that gather feedback and curate it into reusable knowledge for the future creation of levitation-enhanced data.

8 CONCLUSION

Our work presents DataLev, a design space and platform for data physicalisation that leverages the capabilities of acoustophoresis to create reconfigurable artefacts with enriched materiality and multimodal interactions. The design space outlines the many ways in which data physicalisation can be enhanced through acoustophoresis, and the platform showcases 8 examples of novel data physicalisations that illustrate specific embodiments and chart types to exemplify the dimensions of this space. We also provide a technical evaluation of the reconfigurability and materiality capabilities of DataLev, highlighting its potential as a new platform for data physicalisation. We believe that acoustophoresis holds great promise for creating novel data physicalisations and that DataLev will inspire further research and development in this exciting field.
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