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ABSTRACT 
Social robots are often created with gender in mind, for example by giving them a designed gender 
identity or including elements of gender in their behaviors. However, even if unintentional, such social 
robot designs may have strong gender biases, stereotypes or even sexist ideas embedded into them. 
Between people, we know that exposure to even mild or veiled sexism can have negative impacts on 
women. However, we do not yet know how such behaviors will be received when they come from a 
robot. If a robot only offers to help women (and not men) lift objects for example, thus suggesting that 
women are weaker than men, will women see it as sexist, or just dismiss it as a machine error? In this 
paper we engage with this question by studying how women respond to a robot that demonstrates a range 
of sexist behaviors. Our results indicate that not only do women have negative reactions to sexist 
behaviors from a robot, but that the male-typical work tasks common to robots (i.e., factory work, using 
machinery, and lifting) are enough for stereotype activation and for women to exhibit signs of stress. 
Particularly given the male dominated demographic of computer science and engineering and the 
emerging understanding of algorithmic bias in machine learning and AI, our work highlights the potential 
for negative impacts on women who interact with social robots. 

1 Introduction 
Social robots are being developed to serve as personal assistants at workplaces, companions and 
assistants in homes, kiosks in banks and shopping malls, and to provide emotional support in clinics and 
centers. These robots are designed to behave as social actors, following tendencies to attribute social 
characteristics to machines (Media Equation, Reeves & Nass, 1996), using human-like language and 
interaction techniques to work naturally and comfortably with people; a kiosk robot may be equipped 
with humanoid features and designed to use human-like speech, gaze, and gestures to facilitate 
interaction. Social robot interaction design must further consider the surrounding social structures and 
context of interaction (Young et al., 2008) as, just as between people, what is deemed effective or 
appropriate from a robot changes largely based on factors such as social hierarchies or physical place. 
One such integral component of this is gender, where the person’s gender identity, the robot’s designed 
(or perceived) gender identity, gendered aspects of the interaction situation (e.g., male or female-typical 
roles), all interrelate to fundamentally shape the resulting interaction (Y. Wang & Young, 2014). Just as 
between people, matters surrounding gender will impact human-robot interaction. However, as a robot 
is not human, any designed “pseudo” gender is only analogous to gender in people; we do not yet know 
entirely how gender will relate to interaction with a social robot. For example, if a robot makes a sexist 
statement, would the statement be seen as sexist (given that it is coming from a machine) or laughed off 
as a technical error? In this paper we investigate how prominent gender considerations and issues may 
impact human-robot interaction. We present the results from a study where we create a gendered situation 
and varying types of gender-charged interactions and analyze the results of human-robot interaction from 
a range of gendered perspectives. Specifically, we explore the questions: how will women interact with 
a robot in gendered contexts, and how does a robot’s gendered interactions (which may be sexist) impact 
this interaction? 
 
Issues surrounding gender are prominent for social robotics, given that Computer Science and 
Engineering, the primary fields developing robots, remain heavily male-biased (S. Wang & Bunt, 2017). 
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For the time being we can expect most robots and their behaviors to be created predominantly by men, 
and thus have a tendency toward male-typical or male-focused ideas, applications, use contexts, and 
behavior characteristics (Y. Wang & Young, 2014). For example, we informally note the apparent 
tendency for successful robot technology to support male-typical work with men still squarely in the 
equation as operators (e.g., construction, farming, manufacturing), while many emerging prototypes aim 
to replace female-typical labour (e.g., “nurse” bots, domestic chores). This follows a plethora of 
historical examples of how male-dominated technology development can lead to biased results that 
exclude or negatively impact the female population (Adam, 1998; Perez, 2019; Schiebinger, 2008). 
 
Robot designs and behaviors themselves can exhibit and reinforce stereotypes, potentially being sexist. 
It is common for design to leverage simple stereotypes (e.g., that children like animals) in attempts at 
effective interaction, but one could also imagine – without any malevolent intent – teams creating robots 
that by-default consult female family members regarding domestic cooking and cleaning duties, or 
suggest that fathers consult with a female family member regarding childcare. Ambivalent sexism theory 
(Glick & Fiske, 1997, 2011) highlights that even seemingly positive or flattering sentiments can have 
roots in more harmful sexist ideas. For example, a robot assuming that women are more nurturing than 
men (relating to the idea that women are better at domestic roles), or one should hold doors for women 
(women need protection by men), also evokes potentially harmful gender stereotypes (cf. Steele 1998). 
A well-meaning designer could conceivably create a robot that kindly offers to help women with 
something mechanical (where it may not offer such help to a man) based on similar assumptions. Data-
driven approaches can also lead to sexist behaviors (Howard & Borenstein, 2018), where machine 
learning may reproduce all-too-accurate reflections of existing inequalities, or even create them in an 
attempt to generalize (Baker & Potts, 2013; Kay et al., 2015). For example, a robot learning from 
occupation statistics may assume that doctors and pilots it meets are male, or that women are better suited 
for caregiver jobs. 
 
Thus, it is not only possible, but likely, that robots will both be created with sexist behaviors, and that 
interaction will be commonly embedded into male-typical use contexts. This creates several problems 
for human-robot interaction. First, the robot and behavior may reinforce harmful stereotypes such as that 
women are not technically competent, or men cannot care well for children, with far-reaching 
consequences (Winkle et al., 2021, 2022). Such biases may hinder interaction comfort, impacting the 
quality of interaction, both for sexist behaviors, and for women interacting with robots in more male-
typical workplaces and contexts. Further, this kind of exposure to sexism can cause short-term reduction 
in performance on cognitive tasks (Dardenne et al., 2007; Schmader & Johns, 2003), and can work to 
entrench stereotypes, for example, by making women feel unwelcome or less interested in robotics 
(Cheryan et al., 2009, Winkle et al., 2021, 2022). With the male-dominated technical workforce, these 
issues are more likely to be sexist toward women than men. 
 
Given the infancy of social robots, the discussion is predominantly academic, with very little data 
available about how people react to sexist or gender-charged robot behaviors. In this paper, we 
investigate if indeed people would respond to a robot’s sexist behavior as if it were from a person, or if 
instead they would perhaps discount it as a machine error. On the one hand, given a robot’s autonomy 
and physical embodiment (and thus a kind of agency, Young et al., 2010) we may expect people to 
respond to gender constructs and interactions from a robot similar to how they would for a person; this 
may be amplified given that robot rudeness or mistakes may increase some aspects of anthropomorphism 
(e.g., attribution of mental state, Short et al., 2010). On the other hand, gender relations and sexism 
between people are deeply rooted in a long, complex human history involving, among other things, power 
dynamics and oppression. We do not yet know how social robots will fit into this rich context, or how 
existing woman-man dynamics, for example, map to similar interactions between a woman and a robot.  
 
We conducted a study that orchestrated gendered interactions between women and a social robot and 
present an analysis of how these women interacted with and reacted to our robot. That is, we designed a 
human-robot interaction scenario (drawing from Dardenne, Dumont, & Bollier, 2007), where we 
recruited 38 female participants to interact with a sexist robot and investigated the impact on participants 
and their interaction with the robot. Following previous work outlined above, we measured short-term 



 3 

impact of exposure to sexism on cognitive task performance and mood, expecting to see similar negative 
impacts on both as observed with sexism from a person (Dardenne et al., 2007). We measured impact on 
anthropomorphism of the robot, to see if prior work on the impacts of impolite robot behavior on 
attribution of human-like characteristics is reflected (Short et al., 2010). Further, we analyze videos of 
the interactions for signs of participant stress and disaffiliation toward the robot throughout, both during 
a male gendered scenario as well as during the sexist behaviors.  
 
Our results indicate that women do respond negatively to male-gendered robot use scenarios of robots, 
and do perceive sexist robot behaviors as sexist, reacting negatively. However, we did not find a 
difference in ability on a cognitive task as expected based on prior work. These results reflect on the 
nuances of the overarching question of how sexist robot behaviors robot’s behavior may be received by 
people and impact them, highlighting the importance of better understanding sexism in robot design. 
These results provide early insight into human-robot interaction as robots continue to be developed for 
use throughout society.  

2 Background 
The field of Science, Technology, and Society studies (commonly referred to as STS) has a rich history 
of investigating relationships between technology and society, highlighting both how societal norms and 
concepts influence technology, and how technology itself in turn influences society (Hackett et al., 2007). 
The intersection of gender and technology has received particular attention, with a wealth of research 
highlighting the impact of male-dominated technology development on women, society, and the resulting 
technological artifacts themselves (see, e.g., Adam, 1998; Perez, 2019; Schiebinger, 2008). A key result 
is that gender is inextricably integrated into technological development and use. Gender, including 
societal norms, historical and societal context, and individuals’ gender identities – and how all of these 
interact – must be considered carefully to fully understand how any technology will be used and adopted 
by individuals and society. What is yet unclear is how a robotic social actor will fit into this broad gender 
context. 
 

2.1 Ambivalent Sexism Theory 
While we do not provide detailed treatment of gender from a theoretical or sociological standpoint, we 
briefly address Ambivalent Sexism Theory (Glick & Fiske, 1997, 2011) as it has particular relevance to 
human-robot interaction and our research. Work in this area highlights how even subtle, perhaps 
seemingly well-intentioned sexist behaviors can strongly impact women, both psychologically and in 
task performance. 
 
Ambivalence refers to having simultaneous opposing thoughts or ideas, and ambivalent sexism is the 
notion that sexism has simultaneously both a hostile and a benevolent component. Hostile sexism, 
perhaps most familiar to readers, is overtly negative, sexist stereotypes relating to gender. A person 
believing (and perhaps acting on beliefs) that men are better than women at mathematics is an example 
of hostile sexism as it blatantly judges women negatively based solely on gender or sex. In contrast to 
hostile sexism, benevolent sexism refers to gender stereotypes which may appear positive or favorable 
on the surface (especially to the person holding the stereotype) but are in fact harmful and have roots in 
damaging gender stereotypes1. For example, many traditional ideas regarding supporting and celebrating 
women as caretakers and as being emotionally superior, such as those based in chivalry, often posit that 
women need physical protection and help (from men), founded in the prejudicial idea that women are 
weaker and less resourceful than the men who will protect them. 
 
The effects of hostile sexism are broadly studied; for example, research shows that the presence of 
negative stereotypes can reduce women’s math performance (Schmader & Johns, 2003). We may 

 
1 The authors note that the term “benevolent” is problematic, in that it implies good intention and underlying positivity, although such 
behaviours often do not have positive intent nor be based on doing actual good. Perhaps the term “honeyed sexism” or “veiled sexism” 
would better reflect the concept. We continue to use “benevolent” to match the standard in the literature. 
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reasonably assume that a robot exhibiting related opinions or behaviors will be offensive and received 
negatively, although no research has yet investigated this (e.g., perhaps people would not react to the 
robot as seriously). However, benevolent sexism is much more insidious: a series of studies (Dardenne 
et al., 2007) demonstrated how women did not necessarily identify benevolent sexism as sexism, and yet 
exposure to it had a negative impact on their wellbeing and short term cognitive performance. That is, 
during a mock job interview scenario, women did not identify a “benevolent sexist” behavior as sexism 
per se but performed even more poorly on cognitive tests after benevolent sexism than the hostile sexism 
(which was easily identified).  
 
The reasons behind why benevolent sexism would impact women in this way – worse than hostile sexism 
– are complex and not fully resolved. Exposure to a stereotype (called stereotype “activation”), even 
when not explicitly identified as such, can lead to stereotype-conforming and supporting behaviors 
(Bargh et al., 1996; Gupta et al., 2008). However, the impact can be reduced when the stereotype is overt 
(as in the hostile case), as people can cognitively consider and counteract the stereotype (Gupta et al., 
2008). Similarly, psychological reactance theory (Steindl et al., 2015) notes how people react negatively 
to threats to their liberties or freedoms with increased motivation to act to protect themselves: thus we 
may expect additional effort (reactance, e.g., rooted in anger) to counteract the stereotype given hostile 
sexism, but less reactance for the benevolent case where the threat is less obvious (Dardenne et al., 2007).  
 
There are many reasons why benevolent sexism may be particularly harmful. Dardenne et al. (2007) note 
that, even if women do not identify benevolent sexism as sexism, it can still make them feel 
uncomfortable, which in turn can result in an altered mental and motivational state. Further, such subtle 
or benevolent sexism may be ambiguous, perhaps causing women to exert mental energy focusing on it, 
struggling to tell whether the behavior was sexist or not, or to consider why they are feeling 
uncomfortable (Basford et al., 2014; Benokraitis, 1997). We must also consider stereotype threat, where 
(in our case) in a stereotyped scenario a woman may worry about a stereotype about women, causing 
anxiety and stress (Spencer et al., 2016). In all, this helps explain why women may have lowered 
cognitive performance after being exposed to benevolent sexism: increased anxiety and intrusive 
thoughts relating to ambiguity of whether an action was sexist hinders already-limited working memory 
(Foroughi et al., 2016). Further, these women are less likely to benefit from the “push back” reactive 
response (discussed above) that is possible with clearly recognized hostile sexism: even if the sexism is 
recognized, women may be more likely to exhibit reduced motivation in the face of unfair situations and 
resulting anger (where men may be more likely to increase effort, to push back, Vescio, Gervais, Snyder, 
& Hoover, 2005).  
 
These results demonstrate how even seemingly subtle benevolent sexism can trigger strong responses in 
women, impacting many facets of their interaction and performance. The implications are immense: even 
naively created benevolent sexism behaviors in robots may impact women’s wellbeing, and how well 
women work with robots, or even around them, even if women do not recognize the behaviors as sexist.  
 
While the discussion surrounding the underlying mechanism is academically interesting, regardless of 
what causes the effect, all of this points to the importance of considering gender when designing robotic 
behaviors and actions. With myriad concerns relating to stereotype conformance, psychological 
reactance, stereotype threat, and intrusive thoughts, combined with the male-dominated workforce 
creating robots, effective social robot design will rely on the designer carefully considering and 
understanding the many facets of gender relating to their design. Further, existing results to-date are 
based on studies of inter-personal (human to human) interaction; we need to study how such effects may 
manifest when interacting with a robot. In this paper, we present the first study on how women react to 
a sexist robot.  

2.2 Gender Research in Technology Development 
The field of Human-Computer Interaction has broadly recognized the general importance of gender in 
the development of interactive technologies (Bardzell, 2010; Bellini et al., 2018; Rode, 2011). Research 
has demonstrated, for example, how software can be commonly tailored to male-typical work strategies 
or use patterns (Beckwith & Burnett, 2004; Cifor & Garcia, 2020), disadvantaging more female-typical 
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use; this can be as direct as voice recognition systems (e.g., in-car) responding better to male voices than 
female (Carty, 2011), or image search results reinforcing existing gender stereotypes (Kay et al., 2015). 
These designs can be re-envisioned to be more inclusive, reducing any productivity or use divide 
(Czerwinski et al., 2002; Grigoreanu et al., 2008; Tan et al., 2003). Similarly, research has shown how 
existing archetypical gendered interactions (e.g., sexism and gendered expectations) translate to online 
social platforms, with the platform design playing an important role (Bivens & Haimson, 2016; Dubois 
et al., 2020), and resulting issues serving as barriers to use (Vashistha et al., 2019). We follow this thread 
by considering how social robot behaviors may be gendered, drawing from existing human gender 
patterns, and how this may impact how women interact with robots. 
 
One thread of research has been to investigate the technology creators, for example, to better understand 
how gender and related considerations play a role in development teams (Hui & Farnham, 2016). The 
creation tools themselves (e.g., programming environments) may be tailored to male-typical work and 
creation strategies (Burnett et al., 2010). The community has proposed initiatives and methods for 
helping development teams be more gender aware (Ahmadi et al., 2019; Burnett et al., 2017). Earlier in 
the developer pipeline, research has considered how gendered presentation of computer science programs 
can shape a sense of belonging and interest bias, perhaps discouraging female students (Metaxa-
Kakavouli et al., 2018). Further, more inclusive outreach activities such as gender-aware makerspace 
foci can improve gender balance in such community involvement (Okerlund et al., 2018). This work 
highlights the potential concerns stemming from a male-dominated robotics community and motivates 
the need to better understand how gender can be integrated into the robotic development process.  
 
Within the research community itself, recent work has begun to develop research methods and evaluation 
techniques to help researchers and developers to focus on gender issues (Burnett et al., 2016; Marsden 
et al., 2017; Stumpf et al., 2020), for example, to consider gender biases in software (Vorvoreanu et al., 
2019). There is also a thread of projects creating technologies specifically for women (Balaam et al., 
2015; D’Ignazio et al., 2016; Kumar & Anderson, 2015; Sultana et al., 2018). More broadly, researchers 
have also documented online feminist communities and initiatives, to better understand how women are 
using the technology for their specific needs (Dimond, 2012; Fiesler et al., 2016). Finally, some are 
considering the impact of technology on sexuality and related concerns (Su et al., 2019; Wood et al., 
2017).  
 
Overall, the growing body of work and results in human-computer interaction echoes our motivation of 
the need to consider women as an under-represented group in technology, and the potential dangers 
stemming from the male-dominated field. This paper contributes to the discourse by exploring how still-
common sexism between people may manifest and be received in human-robot interaction. 

2.3 Gender Research in Human-Robot Interaction 
Researchers are now advocating for considering broad issues surrounding gender with respect to robots 
(Legato et al., 2020; Nomura, 2019; Y. Wang & Young, 2014). Although robots are machines without 
authentic, inherent gender identity, it is common in the field for designers to explicitly gender robots, on-
purpose creating them to appear or act in male- or female-typical ways; this is done for a range of reasons, 
including comfort of interaction (e.g., a male robot for a male patient’s sensitive medical exam) and 
fitting existing norms (e.g., a female maternity-ward robot). As such, it is important to understand and 
study the broader implications of these design decisions. 
 
One key thread has investigated how women and men may view and react to robots differently. There is 
contradicting accounts on whether perhaps men view robots more positively than women (Kuo et al., 
2009), or vice versa (Strait et al., 2015). Similar studies have found that men may view robots more as 
social entities with women seeing them more as machines (Schermerhorn et al., 2008), that men may 
focus more on societal impacts with women more on their personal social network (Y. Wang & Young, 
2014), or that male and female parents may view the potential for education robots differently (Lin et al., 
2012). In terms of interaction, women and men may differ in how they give instructions to robots 
(Koulouri et al., 2012), or react differently to a service robot failure (Ye et al., 2020). This illustrates 



 6 

inherent gender considerations in human-robot interaction generally, even before considering the design 
or actions of the robot itself. 
 
There has also been an observed interaction between a person’s gender and a robot’s designed gender. 
For example, people may have preferences of working with or receiving instruction from a robot based 
both on their own gender (i.e., prefer the opposite gender) and gender-typicality of the task (Carpenter et 
al., 2009; Kuchenbrandt et al., 2012). One such result is that men may give larger donations to a female 
robot (while no similar effect was found with female participants, Siegel et al., 2009). 
 
People readily apply human gender stereotypes to robots, shaping perceptions and expectations. Simply 
giving a robot a male- or female-typical haircut is sufficient to alter people's ratings of which tasks the 
robot is well suited for, following gender-typical roles and stereotyped expectations (Eyssel & Hegel, 
2012); people in general may respond better to robots matching gender or personality stereotypes of 
occupation (Tay et al., 2014). Similarly, one study demonstrated that people may ascribe robots having 
female names with higher emotional intelligence, in comparison to robots with male names (Chita-
Tegmark et al., 2019). However, on the contrary some work has demonstrated how existing gender 
stereotypes may not manifest as strongly in human-robot interaction as may be predicted by prior inter-
human literature (Rea et al., 2015; Y. Wang & Young, 2014). For example, robot task may shape biases 
more than robot gender (Bryant et al., 2020). As such, we require more research to understand the impact 
that robot gender design will have on people’s perceptions and interactions. 
 
The field of HRI has noted that this tendency toward using stereotypes in design for robots poses dangers. 
There is potential for such robots to reinforce or propagate harmful gender stereotypes (Howard & 
Borenstein, 2018; Rea et al., 2015; Winkle et al., 2021, 2022). For example, a female older-adult 
caretaker robot (designed to match existing labor patterns) may promote the stereotype and image that 
women are better caretakers than men, or that caretaking should be done by women. Similarly, the 
UNESCO report on The Rise of Gendered AI and its Troubling Repercussions points out that most digital 
assistants have female voices and respond to verbal abuse by friendly and tolerantly ignoring the 
aggression, which led Winkle et al. (2021) to present high-school students with two versions of a robot 
that either fought back argumentatively or aggressively. Further, people may more readily engage with 
gender-based abuse on robots than people (in one case, on on-line videos Sánchez Ramos et al., 2018). 
This danger is particularly salient given the emerging discussion on inherent bias in trained algorithms 
that gendered robots may use (Howard & Borenstein, 2018), where resulting stereotyped behaviors may 
emerge and need not be explicitly designed and programmed for. As such, given the potential dangers, 
and that benefits of stereotypes may not be as strong as expected (Howard & Borenstein, 2018; Rea et 
al., 2015), there have been calls for avoiding intentional robot gender design altogether (Dufour & 
Ehrwein Nihan, 2016; Rogers et al., 2020). 
 
Gender, from a range of perspectives, is thus highly relevant for and integral to human-robot interaction. 
Whether or not a robot design aims to leverage gender (e.g., for increased comfort), or as a field we aim 
to side-step gender designs to avoid dangers, we need ongoing research to better understand how gender 
issues will play out in actual interactions. Our work in this paper complements the extensive gender 
research in human-computer interaction and human-robot interaction, by exploring the question of how 
women respond to robots in a plausible gender-charged (male-centric) scenario, with a range of potential 
sexist behaviors. 

3 Study Design and Analysis 
We designed a scenario to expose women to gendered interactions with a robot and enable us to observe 
how women responded to these interactions, to reflect on how issues of gender and sexism may manifest 
in human-robot interaction. In addition to examining if participants directly recognized and identified 
sexism, we look for secondary impacts including signs of participant stress and aversion toward the robot, 
impact on cognitive task performance, and impact on mood. We further investigate the impact of sexist 
behaviors on anthropomorphism of the robot in general, following prior work linking robot rudeness or 
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mistakes to attribution of to human-like states (Short et al., 2010), as part of investigating how people 
respond to and perceive the sexism. 
 
To set the stage for this investigation we created a scenario based on the pretense of participants testing 
a robot that has learned, from searching the web, how to interact with people using machine learning. 
Specifically, we told participants that the robot searched the internet for how to conduct a job interview, 
and that it employed machine learning to develop a new autonomous behavior; participants are told they 
help us test the results by interacting with the robot to complete a mock job interview. We borrowed the 
mock job interview scenario from prior work (Dardenne et al., 2007) which found the scenario to be 
engaging and believable. We translated much of the text from French to English and updated it to better 
match the current Canadian culture (vs France in the mid 2000s). 
 
The deception (that we used machine-learning) was important for providing a feasible story for how the 
sexist behavior may have been created. Machine learning was quite prominent in public media at the 
time, and this pretext provides a believable reason for the sexist behavior (that is, we anticipated would 
not feel contrived), and reduces the possibility of participants attributing the sexist behavior to the 
researcher (blaming them), for example, and guessing the study purpose.  

3.1 Task and Manipulations 
We designed our task to establish a gendered context to support the purposes of our study. To do this, 
the scenario uses text that represents male- and female-typical work (following Dardenne et al., 2007). 
This is not sexist per se, as the presentation is descriptive of a job and requirements, but is designed for 
participants themselves to consider the job descriptions along the lines of common gender stereotypes. 
We follow Dardenne et al. (2007) in explaining the job duties (what they will do) using male-typical 
work stereotypes, and the job requirements (who the company wants) using female-typical stereotypes, 
as a way of generating a gendered context within which to deliver sexist comments. That is, this sets up 
participants with stereotype activation and potentially a stereotype threat, modelled after a realistic 
scenario, which creates a (hopefully more realistic) context within which to interpret the sexist behavior.  
 
We tell participants that they are applying for a job as an “entry-level factory laborer at a manufacturing 
plant that creates nuts and bolts.” Further, we tell them that the job includes “lifting, moving heavy boxes, 
taking inventory” and that they “may be required to operate machinery such as a manual forklift or power 
tools.” When describing who the company is looking for, the script says: “This job requires people that 
are outgoing and caring, with good communication skills. You need to work effectively in a team, and 
you must also be sensitive and attentive to a client’s needs.”  
 

3.1.1 Sexist Manipulations 
Drawing from Ambivalent Sexism Theory (Glick & Fiske, 1997, 2011) we developed three distinct sexist 
robot behaviors, with participants being exposed to a single case (between-subjects manipulation): 
hostile sexism, benevolent sexism, and no sexism (as a control case).  
 
Hostile sexism – This is what we expect people will consider when thinking of sexism: explicit and 
hostile depictions of women. In this case, the robot said: “Our industry is a male dominated field, and we 
are now required by corporate to hire more employees of the weaker sex, even though women typically 
have less ability and skill with heavy equipment and machinery.” 
 
Benevolent sexism – This was designed to follow the pattern of sexism being veiled in seemingly-positive 
sentiment, with the sexist underpinnings implied. The robot said: “Our industry is a male dominated field 
and the men have been informed that the new hire might be a woman, in which case, the men have agreed 
to help you with the heavy lifting and the operation of machinery.” 
 
No sexism – We designed this control case to be neutral, without adding explicit sexism above and 
beyond what may already be embedded within the task and context. The robot said: “This is a common 
part of the job and everyone at times will have to lift or move heavy objects and operate machinery.” 
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We translated the sexist manipulations from prior work (Dardenne et al., 2007), employing a co-author’s 
Sociology gender-studies expertise in updating the text. As we did not pre-validate these scripts we 
include a manipulation check in our study design. 

3.2 Instruments and Materials 
We conducted the experiment using a Softbank Pepper robot, remotely controlled via the Wizard-of-Oz 
technique using in-house software. The robot was pre-programmed with the script and the operator 
simply monitored timing and selected the appropriate action to ensure interaction consistency. As some 
lab members felt that the robot had a feminine body shape, we dressed the robot in a plain university t-
shirt to hide the curves to potentially make the robot less gendered. 
 
Our pre-test demographics questionnaire inquired about participant sex, age, English proficiency, and 
whether they have interacted previously with robots. 
 
We administered a cognitive task immediately after the sexism manipulation to measure impact of the 
manipulation on cognitive performance. As per Dardene et al. (2007) we used a variant of the Reading 
Span Test (Conway et al., 2005) using an open-source software implementation with default settings 
(Loboda, 2012); this variant included letter-order recall and identification of correct English sentences. 
A session including instructions and 81 such trials and training lasted approximately 10 minutes, with 
higher scores indicating higher ability. We did not conduct a pre-test cognitive-test baseline due to 
concerns over a learning effect and impact on the reception of the job-interview design, following 
Dardene et al. (2007). 
 
To assist us in measuring impact on cognitive load, we measure intrusive thoughts stemming from the 
sexist intervention by administering two short scales that asked participants to reflect on the cognitive 
task, one considering one’s preoccupation with external thoughts, and the other regarding self-doubt. 
These were modified versions from Dardene et al. (2006), updated to correct English and consistency, 
and consisted of a series of questions rated from 1 (not at all) to 9 (extremely). For external thoughts, 
there were 7 questions including “I had trouble recalling the letters I needed to remember,” and “I thought 
about the fact that I could perform well.” For self-doubt, there were 13 questions including “I feel 
incoherent,” “I feel confused,” and “I am uncertain of my abilities.” For both scales, we sum the results 
to provide a broad measure of intrusive thoughts and aggregate by adding the results. 
 
We investigated the impact of the robot sexism on participant mood using the standard Profile of Mood 
States 2 questionnaire (short form, Morfeld et al., 2007, anger, depression, and tension subscales). This 
consisted of a total of twelve Likert-like items where participants rated their current feelings against a 
list of keywords such as “angry,” “nervous,” or “unhappy” on 5-point scales ranging from “not at all” to 
“extremely.” To investigate the impact of the sexism manipulation on general anthropomorphism, given 
that rudeness or mistakes may impact some related aspects (Short et al., 2010), we administered the 
anthropomorphism subscale of the GODSPEED questionnaire (Bartneck et al., 2009). This consisted of 
five Likert-like items where participants rated the robot on 5-point scales between opposing keywords 
(e.g., fake vs natural, machinelike vs humanlike, etc.). These results can provide some insight into the 
interplay between a robot’s sexist behaviors and anthropomorphism. 
 
We conducted a manipulation check to determine if and how much participants recognized the sexist 
behavior. We asked a set of 9 questions about the robot’s performance, with four serving as the 
manipulation check: “Pepper’s language was…” “sexist,” “not offensive,” “appropriately professional 
for a job interview,” and “made me feel uncomfortable.” This was padded with distractors such as 
“Pepper’s language was racist.” And “…grammatically correct and coherent”. 
 
Finally, we had two open ended questions asking if the participant noticed any problem or issue with the 
robot or suggestions on how to fix it.  
 
All interaction between the participant and the robot was videotaped (with participant permission and 
knowledge) for analysis using two cameras: video from the robot’s internal camera (center of face) 
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looking at the participant, as well as a second external camera showing the participant from a profile 
angle (Figure 1). 

3.3 Participants 
We recruited participants by placing posters throughout our university campus. During the intake email 
exchange we asked participants to identify their sex, enabling us to recruit female participants2. We 
aimed for at least 30 participants (10 per condition) to match the prior work (Dardenne et al., 2007), 
accepting more based on successful recruitment during the study time window. 

3.4 Methodology and Protocol 
A young (early 20s) male researcher conducted the experiment. The researcher began by introducing the 
robot, followed by the robot introducing itself to demonstrate its autonomy and intelligence. The 
researcher then emphasized potential and existing real-world robot applications and noted that we want 
the participant to help us test our robot – and that the participant themselves would not be tested. Finally, 
the experimenter introduced the general idea of machine learning, and explained that this robot employs 
it. The researcher then administered the informed consent procedure and the demographics questionnaire. 
 
The researcher introduced the mock job interview scenario and gave the initial introduction to the job 
(“The mock job is for the position of entry-level factory laborer at a manufacturing plant that creates 
bolts and screws”) before imploring the participant to attempt to approach the mock interview seriously 
and carefully. We noted how important it was for the participant to act natural, to enable us to test the 
robot. The researcher explained that the interview would first have a verbal component, with the robot, 
followed by a component completed on a PC (across the room). 
 
The researcher sat the participant in front of the robot (Figure 1), explained that they (the researcher) 
would now leave the room, and how to contact them if they required assistance (by telling the robot to 
contact the researcher). The researcher then left, leaving the participant alone in the room with the robot. 
 
The robot began by introducing the interview and job: 
 
“Hello! I will now begin the interview. <slight pause> Thank you for applying for the position of factory 
laborer. In this job, your duties include working in a team, lifting, moving heavy boxes, taking inventory, 

 
2 Initially we intended to recruit both women and men for our study, to compare reactions and results between the groups, and so our 
recruitment materials did not mention the female selection criteria. As we approached the beginning of the study we ultimately decided to 
only recruit women as we felt the comparison between women and men facing a misogynistic robot – while interesting – may not be 
helpful for reflecting on the core questions of the paper relating to whether women respond negatively to the plausible reality of sexist 
robots, given the male-dominated workforce. We reflect more on this decision in the limitations section of the paper. As recruitment 
materials were already distributed, we simply told men that we have already filled the slots for their criteria. At the time, we did not 
modify our procedure because we still intended to recruit male participants for a follow-up study. 

Figure 1. Participant seated in front of the robot for the duration of the mock 
interview (picture used with participant permission). 
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and assisting with the production process. This job requires people that are outgoing and caring, with 
good communication skills. You need to work effectively in a team and you must also be sensitive and 
attentive to a client’s needs.” 
 
Following, the robot initiated the interview by asking generic job-related questions. We added this to the 
original protocol (Dardenne et al., 2007) as the original was quite short – this lengthened the study to 
provide the participant with more opportunity to observe the robot and get comfortable interacting with 
it, and to distract away from the sexism manipulation. These were informally collected through general-
purpose job-hunting websites. The script was, in order: 
 

“I will ask you a few questions. Please keep your answers concise, no more than one or two 
sentences. Let me start off by asking, what is one of your strengths relevant to this job? <wait for 
answer> 
Can you tell me about a weakness you have related to this job? <wait for answer> 
In one sentence, could you please explain why should we hire you? <wait for answer> 
What is one of your achievements that you think is relevant to this job? <wait for answer> 
How do you deal with pressure and stressful situations? <wait for answer> 
What is the main trait that differentiates you from other people? <wait for answer> 
Thank you.” 

 
After this, the robot re-introduced the job and administered the sexist language:  
 

“This job will require you to move and lift heavy boxes and bags. Additionally, you may be required 
to operate machinery such as a manual forklift, or power tools.  
<hostile, benevolent, or no sexism text>”. 

 
To transition from the verbal to the computer study phase, the robot said: “Please proceed to the computer 
behind you to perform the cognitive task, let me know when you are complete.” The participant then 
continued to engage the cognitive task. Note that the cognitive task followed as closely after the sexism 
manipulation as possible. Finally, the robot thanked the participant and the researcher re-entered the 
room. The researcher administered the post-test questionnaires and conducted the post-test participant 
debriefing, which included explanation of all deceptions in the study and the true study purpose.  
 
We provide a summary of this procedure in Figure 2. 

3.5 Quantitative Hypotheses and Analysis Strategy 
We note that in our analysis we err on the side of using non-parametric statistical tests for Likert-like 
scale data that may be ordinal in nature. While the statistics community is still debating this issue (Carifio 
& Perla, 2008) we took this as the more conservative approach.  
 

1) Robot behaviors based on human-human sexism will be perceived as sexist. 
a. Participants will notice the hostile sexism case and label the behavior as being more 

sexist than the other two cases. 

introduce 
robot, study

•informed 
consent 
protocol

pre-test 
ques�onnaires

•demographics
•background 

experience 

researcher 
leaves, robot 
begins interview

gender-charged 
job descrip�on 
by robot

•…manufacturing 
…li�ing, moving 
heavy boxes… 
required to operate 
machinery… fork li� 
or power tools.

generic 
interview 
ques�ons

reiterate gender -
charged job 
descrip�on

sexist robot 
statement 
manipula�on

•benevolent
•no-sexism
•hos�le

move to 
computer for 
cogni�ve task

•reading -span

post-test 
ques�onnaires

•preoccupa�on with 
external thoughts

•self-doubt
•profile-of-mood 

states
•GODSPEED 

anthropomorphism 
subscale

•sexism 
manipula�on check

•open-ended 
feedback

debriefing

Figure 2. The study procedure and questionnaire timing. 
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b. Participants will notice the benevolent sexism case less than the hostile case, and will 
rate it as less sexist. 

c. Participants will rate the no-sexism control condition as the least sexist compared to 
than the other two. 

 
We will conduct between-subjects non-parametric Kruskal-Wallis H tests on the Likert-like scale 
manipulation-check questions, with the following planned contrasts: hostile sexism against the other two 
cases (a, b), and no-sexism against the other two (c). 
 
We will code participant written responses to the post-test question which asked if participants noticed 
problems with the robot, for noticing sexism, analyzing the data using a chi-squared test to compare 
observed frequencies against chance. 
 
 
2) Sexist behaviors will have a short-term impact on participant cognitive ability. 

a. Participants will perform more poorly on the cognitive task with both the hostile and 
benevolent sexism cases in comparison to the no-sexism case. 

 
Note that we do not compare the impact of benevolent versus hostile sexism specifically. We target our 
tests following our primary focus of generally investigating the impact of robot sexism, and not reflecting 
on the nuances of ambivalent sexism theory, avoiding inflating the number of tests conducted. 
 
We will conduct a between-subjects ANOVA on the Reading Span Test accuracy rate with planned 
contrasts against the no-sexism case. 
 

b. Participants will experience more intrusive thoughts with the benevolent sexism case 
than the other two, and least with the no-sexism case. 

 
We will conduct a between-subjects non-parametric Kruskal-Wallis H tests on the aggregate Likert-like 
intrusive thoughts scales results, with planned contrasts of the benevolent sexism case against the other 
two, and the no-sexism case against the other two.  
 
 

3) Sexist behaviors will have a short-term impact on participant mood. 
a. Participants will score less favorably with hostile sexism on the Profile of Mood States 

questionnaire (on all dimensions) than with the other two cases. 
 
We will conduct between-subjects non-parametric Kruskal-Wallis H tests each Profile of Mood States 
dimension, with planned contrasts against the hostile sexism case. 
 
 

4) Sexist behaviors will impact participant anthropomorphism of the robot. 
a. Participants will rate the robot differently on the GODSPEED anthropomorphism 

scale, based on the sexism condition. 
 
We will conduct a between-subjects non-parametric Kruskal-Wallis H test on the GODSPEED 
anthropomorphism data, with post-hoc comparisons if the main effect is significant. 
 

3.6 Video Analysis Strategy for Stress and Affiliation 
We conduct a video analysis to gain insight into participants' responses to gendered and sexist 
interactions, taking an ethnomethodological perspective that draws from nonverbal communication (cf. 
Kendon 1990, Givens et al. 1981) to assess participant stress, aversion, and affiliation toward the robot 
(whether participants treat it as a social communication partner similar to a human). We investigate a 
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range of indicators including participant gaze, body language, breathing patterns, and how they close the 
interaction with the robot. 
 
We impressionistically analyze participant facial expressions, distinguishing between smile, frown, 
laugh, unmoved / serious and swallow. Further, participant gaze can reflect attention and is key to social 
interaction, for example, in human interaction the listener usually monitors the speaker (e.g., Bavelas et 
al. 2002) and mutual gaze is required in certain situations (cf. e.g., Argyle 2013, also in human-robot 
interaction, e.g., Admoni & Scassellati 2017). We distinguish between glances (i.e., <1sec) and extended 
gaze, as well as gaze towards the robot and gaze elsewhere while the robot is speaking; gaze away from 
the robot indicates some kind of interactional trouble (e.g., Bavelas et al., 2002) or high cognitive load 
(cf. Doherty-Sneddon et al., 2012). Moreover, we watched for salient breathing patterns including 
exaggerated, shallow, rapid, or deep breathing, sighing, or noted changes in breathing, as indicators of 
stress and disengagement (cf. Conrad et al. 2007). 
 
Previous work notes a correspondence between body postures and stress and aversion; Givens et al. 
(1981: 222) found in an observational study of unplanned, unavoidable encounters in crowded 
environments that more than 90% of all unwanted interactions were accompanied by combinations of:  
 

"lip compression, lip-bite, tongue-show, tongue-in-cheek; downward, lateral and maximal-lateral 
gaze avoidance; hand-to-face; hand-to-hand; hand-to-body, and hand-behind-head 
automanipulations; and postures involving flexion and adduction of the upper limbs."  
 

We can thus link these activities to stress and aversion. For example, the participant in Figure 3 illustrates 
lip compression, hand-to-hand, hand-to-body, posture involving flexion and adduction of upper limbs. 
 
As an opportunity to observe social affiliation toward the robot we analyze how participants close 
interaction, moving away from the robot to another desk, as between people the person leaving is socially 
required to carry out the interactional work to maintain the interpersonal relationship (cf. Schegloff & 
Sacks 1973). We look for affiliative or disaffiliative behaviors, for example, a person leaving can provide 
polite cues by means of mutual gaze or a verbal acknowledgement, or alternatively turn away without 
any signaling, ignoring the robot.  
 

Figure 3. The participant shows behavior indicative of stress or aversion: lip compression, hand-to-
hand; hand-to-body and posture involving flexion and adduction of the upper limbs. Picture used with 
participant permission. 
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3.6.1 Video Coding 
Drawing from the above literature, we iteratively and reflexively developed our code book using a two-
pass method (cf. Fossey et al. 2002; Warren 2020). A single researcher first created rough coding 
guidelines based on the literature above and performed a description-oriented open coding pass of the 
data. Following, the research team examined the results and collaboratively refined the code set 
referencing relevant literature. From this early analysis, we decided to target the following key times 
during the study (cf. Fischer 2021): 
 
1. Before the job description, but after the initial job interview component, after the robot asks the final 
interview question: “What is the main trait that differentiates you from other people? <wait for answer>”. 
At this point in time we code all noted participant posture, gaze, facial expression, etc., to serve as a 
baseline to understand the effects of the job description and the intervention.  
 
2. During the job description, when the robot first describes the task: "The job will require you to lift 
heavy boxes and bags. Additionally, you may be required to operate heavy machinery such as a manual 
forklift or power tools." This may activate a gender stereotype that may influence the effect of the 
intervention, and indeed, the whole interaction. Here we code noted changes in demeanor as well as 
salient reactions (e.g., a sigh).  
 
3. During the sexist intervention. We analyze how participants respond in terms of changes in body 
language, facial expression and other verbal and nonverbal behaviors to provide insight into the impact 
of the sexism. Here we code noted changes in demeanor as well as salient reactions (e.g., a sigh).  
 
4. Interaction close, when the robot says: "please proceed to the computer behind you to perform the 
cognitive task. Let me know when you are complete." Here we code the reaction as affiliative or 
disaffiliative.  
 
We note that time points 1 and 2 are all pre-manipulation and so we can only contrast the impact of our 
sexist manipulations for time points 3 and 4. This resulted in our final analysis code book (Appendix A). 
 
A research assistant not otherwise involved processed the videos to mute the audio during the sexist 
stimulus, so that coders were blind to the between-participants sexist condition. Three separate 
researchers (all authors on this paper) independently coded each video at all time points using both video 
sources (in robot, external camera) although the external video served as primary data given the higher 
quality and better viewpoint; the internal robot camera moved often and had motion blur. Given the 
research goals of clearly describing interaction in a sexist environment, and the small data set, the 
researchers met and worked toward consensus on the video coding. 

4 Results 
We recruited 38 participants (age 18-43, average 25.2), all of whom identified as female3. 25 participants 
noted prior experience with robots, ranging from prior research studies throughout computer science and 
engineering (16), played with robotic hobby toys (3), as well as having interacted with a robot at an 
airport, a hitchhiking robot, or attending a conference with robots (in this case, healthcare and surgery). 
Informal exploratory analysis found no impact of prior exposure to robots on any study outcome. 
 

4.1 Quantitative Results 
 
Robot behaviors perceived as sexist – We observed a difference in participant rating of how sexist the 
robot language was (H2=7.524, p=.023). Participants rated the robot language as being more sexist in the 

 
3 Based on our ethics boards recommendations at the time this study was conducted the exact question was “What is your sex? (Circle one)   
Male   Female   Intersex”. Given our constantly evolving understanding of sex and gender we note that a gender-oriented, and also more 
inclusive question, may be more appropriate. 
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hostile sexism case (mean rank=20.96) than the neutral case (mean rank=11.96, U=37, p=.034, r=.43), 
and also the benevolent as being more sexist (mean rank=22.58) than the neutral case (mean rank=11.96, 
U=28.5, p=.009, r=.53). No difference was observed between the hostile and benevolent case (U=66.5, 
p=.74). No effects were found on participant rating of the robot language being “not offensive” (H2=.16, 
p=.92), “appropriately professional for a job interview” (H2=2.12, p=.35), or “made me feel 
uncomfortable” (H2=1.81, p=.40). 
 
In the post-test questionnaire, when asked if they noticed any problem or issue with the robot or 
suggestions on how to fix it, only 3 people noted the sexist behaviors: 2 in the hostile sexism case, 1 in 
the benevolent sexism case, and 0 in the neutral case. We found no difference in how many people noted 
the sexism based on condition (χ2

2=2.44, p=.29). 
 
Sexist behaviors have short-term impact on participant cognitive ability – We found no difference of 
participant performance on the reading span test between sexism conditions (F2,33<1, mean accuracy 
neutral=.87, SD=.07, benevolent=.85, SD=.11, hostile=.85, SD=.1). We further found no difference of 
the sexism condition on reporting of intrusive thoughts (H2=.62, p=.73). 
 

Sexist behaviors will have a short-term impact on participant mood – We found no difference of sexism 
condition on participant self-report mood on the POMS anger (H2=.95, p=.62), depression (H2=.49, 
p=.78), tension (H2=1.92, p=.38) scales (see Table 1). 
 
Sexist behaviors will impact participant anthropomorphism of the robot – We observed a difference in 
participant rating on the Anthropomorphism GODSPEED scale based on sexism condition (H2=6.76, 
p=.034). Post-hoc (with Bonferroni correction) we found the robot was rated as more lifelike in the 
hostile (mean rank 24.5) than the benevolent condition (mean rank 13.42, U=25.5, p=.021); no difference 
was found against the neutral condition (mean rank 17.6). 

4.2 Video Analysis Results for Stress and Affiliation 
Before the sexist manipulation, most women seated themselves in a posture that indicated they were not 
very relaxed. Many participants showed a closed or defensive posture including sitting back from the 
robot (13/38 participants, e.g., Figure 4) or a rigid posture (7 participants), with arms closed, legs crossed, 
or shoulders hunched (15 participants), or holding an object such as a bag or paper protectively in front 
of them (9). Only 8 participants were coded as seeming to be relaxed, e.g., having an open posture (7). 
 
In terms of participant-robot relation, most participants (18/38) gazed primarily at the robot’s eyes as 
one would a person, while 12 gazed mainly instead at the robot’s chest tablet (e.g., Figure 5) which had 
no content shown). 5 people seemed to go between the robot’s chest and face, with 13 overall regularly 
gazing away or down from the robot. About half the participants were initially smiling or having a 
friendly demeanor toward the robot (16/38), while 17/38 were coded as having a notably serious 
disposition. The remaining 5 were noted to be fairly neutral. No one was coded as having a notably 
disaffiliative disposition. During the robot’s introduction, 11/38 participants were found to give 
affiliative utterances (e.g. “no problem,” “yeah,” “thank you,” “you’re welcome”). 
 

During the robot’s description of the male-typical task, including the “~lifting heavy loads” and 
“~operate heavy machinery,” all participants had a noticeable reaction (e.g., Figure 6) such as suddenly 
looking away, around, or down, indicating cognitive load (24/38), posture change such as leaning away 
(7/38), sighing (2/38), or other nervous gestures including wringing one’s hands, pursing lips, touching 
face / self-grooming, crossing arms, or rapid blinking (27/38). Many had a marked changed in breathing, 

 anger mean (SD) depression tension 
neutral 4.5 (1.2) 4.8 (1.3) 5.6 (2.2) 
benevolent 4.9 (1.8) 4.8 (1.8) 5.2 (2.1) 
hostile 5.3 (2.4) 5.1 (2.3) 7.4 (4.9) 

 

Table 1. Average scores and standard deviations (in parentheses) for participant mood on the 
respective POMS scales (across the top) organized by manipulation (along the left). These are 
summed subscales and results can range from 4 to 20. 
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such as sudden heavy breathing or rapid shallow breathing 
(20/38), and many existing smiles weakened or turned into a frown (23/38). One participant became 
wide-eyed while mouthing “I don’t wan’t…” at this point. At the same time, 28/38 participants 
acknowledged the robot’s task description by nodding or an utterance (e.g., “yeah,” “okay”). 
 

Figure 4. Participant at beginning of interaction displaying a 
defensive posture: they have a rigid posture, legs crossed 
with arms clasped in front. The participant is gazing at the 
robot’s face / eyes. We note that still images only represent 
a snapshot of the rich video that was coded, and so not all 
codes may be clearly conveyed in data examples throughout 
this paper. Image used with participant permission. 

Figure 5. Example of participant 
gazing at the robot's chest. Image 
taken from robot in-face camera. 
Image used with participant 
permission. 

Figure 6. Examples of sudden, start participant change in demeanour when the robot mentions the 
heavy lifting and power tools. TOP: Participant is initially looking at the robot with a smile (top left), 
but on the task description they avert their gaze, then look back at the robot's chest with a grimace. 
BOTTOM: participant suddenly looks down, their smile disappears, and they clasp their hands tightly. 
They then adjust their hair, and continue to avert their gaze. Pictures used with participant 
permission. 
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Following, we analyzed participant reaction to the sexist-statement manipulation (researchers were 
anonymized to condition when they were being coded). Of the 12 people in the control (neutral) 
condition, only 2 displayed noticeable change in demeanor, with one looking nervous (wringing hands, 
looking down) and another raising eyebrows in apparent surprise. In contrast, reactions were much more 
noticeable in the benevolent and hostile sexism conditions as explained below. 
 
Of the 13 participants in the benevolent sexism condition, mild to strong reactions were coded for all 
participants (Figure 7). This includes milder reactions such as noted change in breathing (suddenly heavy 
or rapid, 3/13) or posture (e.g., leaning back, 1/13). Others showed indications of being nervous, such as 
through hand wringing, rapid blinking, uncomfortable smile, rubbing one’s face, a nervous laugh, etc. 
(11/13). Stronger reactions include shows of anger or surprise (8/13), including a shocked face, utterances 
(e.g., “oh my god”), a grimace, or a strong furrowed brow. 
 
Similar results were found in the hostile sexism condition. Of the 13 participants, no noticeable reaction 
was coded for 2 participants. For the remaining 11, we noted change in posture and gaze (7/13) or change 
in breathing (2/13). Further, many participants (10/13) indicated disapproval or showed nervousness, for 
example, by pursing their lips, wringing their hands, rapid blinking, frowning, etc. (e.g., Figure 8). Many 
(10/13) further participants showed signs of surprise or anger, such as being wide eyed, raising eyebrows, 
tilting their head, or a forced smile. Given the stark difference observed between the neutral, benevolent, 
and hostile conditions, we conducted a post-hoc chi-squared test on comparing frequency of observation 
against expected chance; we noted noticeable change for 2 in the neutral, 13 in the benevolent, and 11 in 
the hostile conditions. The results suggest that our observed difference is statistically significant, with 
fewer reactions in the neutral condition (χ2

2=22.45, p<.001). 
 

Figure 7. Marked reactions to the benevolent sexism manipulation. TOP: The participant first leans 
back and purses their lips, then lowers their head slightly while closing their eyes as if thinking. 
BOTTOM: The participant first holds a stern expression and then leans back slightly and opens their 
mouth while pausing. Pictures used with participant permission. 
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After the intervention, when the robot asks the person to leave to engage the next task (without the robot), 
we coded participant behavior for closing the interaction. Overall, 21/38 women displayed overall 
disaffiliative behaviors, such as turning away without acknowledging an interpersonal relationship. 17 
women displayed overall affiliative behaviors, including using a closing utterance (e.g., “okay” or 
“sure”), nodding, gaze politely to the robot. On a manipulation condition basis, in the neutral condition 
we observed 8 affiliative and 4 disaffiliative participants, in the benevolent condition it was 6 affiliative 
to 7 disaffiliative, and in the hostile condition it was 3 affiliative to 10 disaffiliative. Statistical testing 
suggests that this observed difference is statistically significant (χ2

2=6.76, p=.034). 

5 Discussion 
Overall, our results support the primary tenant of this paper, that robots which exhibit human-like sexist 
behaviors will be perceived and received by people as sexist. Not only did participants consistently rate 
sexist robot behaviors (both the benevolent and hostile cases) as being sexist, but our video analysis 
results identified consistent negative participant reactions to the sexist behaviors that match archetypical 
human-human reactions, including an increase in disaffiliative interaction closing. This work suggests 
that people will respond to robot sexism as sexism, and it will not be merely dismissed as a perhaps silly 
robot error. 
 
Despite this, however, only 3 participants mentioned the sexism when asked post-test about problems or 
issues with the robot. If people were still processing the sexist interaction (as per Basford et al., 2014; 
Benokraitis, 1997) they may not have been yet prepared to articulate the experience, given the short time 
from exposure. In re-examining the questionnaire results from this perspective, we note that 13 
participants left the entire section empty, with another 16 leaving one question empty. Another 3 left 
token responses such as “thank you.” The remainder of the comments noted the difficulty of the cognitive 
task or the quality of the interaction including robot gestures and head movement, dialog timing, etc. As 
such, perhaps our question as phrased simply did not lead participants to reflect on the sexist behaviors.  
 
Along similar lines, we found it surprising that 2 participants in the hostile sexism case did not have a 
noticeable reaction despite the harsh sexist language. Again, perhaps these participants were spending 
mental effort processing the interaction (as per Basford et al., 2014; Benokraitis, 1997), or perhaps their 
reactance was helping them keep focused and calm toward the aggression (Gupta et al., 2008, Steindl et 
al., 2015). It is also possible that the participants dismissed the sexism as a simple robot error and did not 
have a strong reaction to it. To test this, we post-hoc cross referenced these two participants’ post-test 
questionnaires, and found that they answered the question “Pepper’s language was sexist” with “agree” 
and “strongly agree” despite the fact that over all participants the mode was “strongly disagree” and 
median was “disagree”. Thus, even though these participants did not show outward reactions, we 
conclude that they as well did perceive the sexist behaviors as sexist. 
 

Figure 8. A participant’s reaction to the hostile sexism manipulation. They first made an angry face, 
then tilted their head back while pursing their lips, while wringing their hands. Pictures used with 
participant permission. 
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Our benevolent sexism results contradict our expectation that women would not notice the benevolent 
sexism, but nonetheless be influenced by it: they had observable reactions and rated the benevolent robot 
as sexist. Perhaps our benevolent sexism text (that men would offer women help with machinery) was 
not as “veiled” as intended; in comparison to the background work by Dardene et al., the world has 
changed considerably, with a great deal of contemporary attention being paid to social injustice. Another 
possibility is that the prior work by Dardene et al. may simply not have qualitatively investigated for 
reaction in the same manner that we did, relying primarily on their quantitative cognitive task findings. 
While this highlights how even “low key” sexism from a robot can negatively influence women, the fact 
that women notice the sexism as sexism will need to be considered for any future analysis which 
investigates intrusive thoughts or uncertainty relating to veiled sexist behaviors. 
 
From a very early phase in our study it was clear that women were reacting negatively to the male-typical 
job task descriptions, and this was reflected in our video analysis results: all women were coded as having 
a marked reaction at this point. Although we anticipated that the gendered description would indeed 
influence women, we were surprised at the magnitude and consistency of the reaction given that no 
reaction to the description was mentioned in our baseline work (Dardenne et al., 2007). This provides 
ongoing evidence of robots as social actors (Reeves & Nass, 1996; Young et al., 2010), and demonstrates 
that robots can be effective at evoking gender stereotypes (in this case, through invoking male and 
female-typical work roles) through text only; robots do not need to have gendered designs to invoke such 
reactions (as in Eyssel & Hegel, 2012). We note that anthropomorphic designs such as ours (a humanoid) 
can strengthen such effects, for example, in comparison to virtual designs, Seo et al., 2015), although it 
would be interesting to compare this effect with the same information coming from a non robot or non 
anthropomorphic design (e.g., written text).  
 
While our finding of the robot receiving a higher anthropomorphism rating in the hostile sexism 
condition (vs. the benevolent condition) supports prior work that suggests that rudeness or mistakes can 
increase lifelikeness (Short et al., 2010), the fact that participants did not rate the robot differently on 
how “not offensive” or “appropriately professional” it was means that there may be another reason at 
play. Perhaps this may be an unfortunate reflection of women’s lived experiences and expectations in the 
world, or there may be other interactions between the participant’s stress and perceptions of the robot. 
However, the fact that the sexist robot was rated as being the most lifelike further supports the potential 
for robot sexism to have real impacts.  
 
We did not find any effect of our manipulation on our measures of participant cognitive ability. Looking 
at the numerical data, we can see that women generally performed well on the reading span test (85% 
accuracy), although it is difficult to compare to results in other studies given the number of variables 
involved, and that our baseline work (Dardenne et al., 2007) did not publish their parameters. Similarly, 
women did not report negative mood indicators on the POMS scale; while there may be a possible floor 
effect given the overall low means (around 4-5 with a floor of 4, Table 1), this represents in general low 
anger, depression, and tension all around. As such, although we observed apparent stereotype activation 
from the exposure to the gendered task, this did not seem to impact reported mood or cognitive scores. 
On the one hand, perhaps this is evidence of Canadian women today being more resilient and better 
equipped to handle the negative interaction than the women in the prior work by Dardene et al. Or, if 
women indeed recognized both the hostile and benevolent cases as sexism, then they may have been able 
to proactively counteract the stereotype (as per Gupta et al., 2008).  

6 Limitations and Future Work 
A key limitation of this work was that, despite the gendered focus of the project, we did not explore or 
manipulate the perceived gender of the robot itself. It is not clear if participants saw the robot as more 
male or female, or interestingly, whether this depended on the robot’s behavior between conditions (e.g., 
was the hostile robot seen as more male or female?). Further, since even a simple robot haircut is enough 
to trigger gendered attributions and stereotyping (Eyssel & Hegel, 2012), we could easily explore how a 
feminized or masculinized robot could have a stronger or weaker impact. 
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This study only targeted participants who identify as female which limits some of the generalizability of 
our results. If we conducted our current study with male participants, this may provide an “in-group” 
baseline, if we assume (problematically) that men may be more in their element with a robot in a male-
gendered scenario. For example, without having male participants it is impossible to determine if some 
effects were from gender (e.g., with the male typical task) or from aversion to labour (e.g., maybe most 
people will be averse to lifting, operating machinery, etc.). Further, if we had found impacts on women’s 
cognitive performance it would have been important to compare against men to see if women are 
disproportionately impacted by the offensive robot behavior. However, we did not find such results.  
 
More broadly, targeting participants that identify as male as well as female, as well as gendering the 
robot itself, would enable us to reflect on the interactions between male and female people and robots, 
following on prior work that found such effects may exist (e.g., Rea et al., 2015; Tay et al., 2014; Y. 
Wang & Young, 2014). Finally, given the inherent differences in sexism toward men versus women (i.e., 
the stark contrast in culture and historical background), it would be quite interesting to observe how men 
react in similar situations and compare this to our observed female reactions. 
 
More fundamentally, however, it is not clear what we would learn about reaction to sexism by having 
male participants in this scenario, given how the scenario and manipulations were developed from 
extensive inquiry into women’s experiences and reactions in male dominated fields. Even if we aim for 
a mirrored setup using a female-developed technology instead of a robot, interviewing men for 
stereotypically-female work roles, and then evoking “mysandric” language, this does not provide a 
corresponding scenario given that men’s lived and historical experiences, and thus the context of 
interaction, are fundamentally different than women’s. Importantly, there is a lack of congruence 
between the historical power structures and patterns of oppression, meaning that interpretation of reaction 
to aggressive gendered language between the groups may make little sense. 
 
Another limitation of our work is that we did not pre-validate our sexism stimuli. Although they were 
modified from prior work, they were from a different time period, different country, and different 
language, from ours. The fact that our particular manipulations were not validated (particularly the more 
ambiguous benevolent sexism case) limits the strength to which the results can be attributed to the 
specific targeted sexist behaviors.  
 

7 Conclusion 
Engineering, computer science, and robotics – and thus social robotics – are still heavily male dominated 
fields. Further, we still as society struggle with ongoing issues of bias (including sexism) in public 
opinion and understanding. Thus, we can reasonably expect to see sexism built and designed into robots, 
whether intentional or not, or benevolent or hostile. Our work presented in this paper provides some of 
the very first data and observations of how women react to a sexist robot. Unfortunately, our results 
indicate that people do indeed respond to sexism from a robot quite seriously, and this can have 
immediate observable impacts on people. This tells us that we cannot simply brush off minor potentially 
sexist robot designs (e.g., who a robot looks to for childcare) as mechanical quirks. Instead, we have to 
take social robot behaviors as seriously as a person’s, or perhaps, more seriously, as robots will codify 
and mass-produce rigid, unlearning behaviors.  
 
Ultimately, we recognize that all social interaction is gendered, and that gender issues shape the broader 
context within which any interaction takes place. Social interaction (even with a robot) necessarily has a 
gender-rooted context which must be considered. Thus, even if a robot itself is not programmed with 
sexist behavior, the context of interaction (e.g., a male typical work task) requires the robot design to 
consider pertinent gender issues and stereotypes to facilitate a successful and smooth interaction. In sum, 
the idea that robots can remain neural and non gendered in their social interactions is perhaps misplaced, 
and our work highlights why we must hold robot designs to the highest standards of fair, equitable, and 
contextually aware social interaction. 
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Appendix A: Video Analysis Code Book 
 
The following code book resulted from multiple passes of drawing from literature, initial exploratory 
coding, and final discussion and literature consultation with the team. 
 
General demeanor 

sitting back 
sitting on edge of chair 
upright posture 
hunched shoulders 
leaning forward 
head tilted 
nervous actions (fidgeting, rapid blinking, touching face, grooming, looking around, etc.) 
object in lap 
legs crossed 
arms crossed 
hands held 
hands on knees 
noted breathing (shallow, rapid, sigh) 
pursed lips 

 
Affiliative / disaffiliative behavior 

gaze at robot eyes 
gaze at robot tablet 
gaze away or down 
glance at robot 
smile 
frown 
forced smile 
serious face 
neutral face 
affiliative utterance (e.g., acknowledgment) 
affiliative action (e.g., nod) 
disaffiliative utterance 

 
 
While all elements were noted throughout the interaction, early in the interaction emphasis was on a full 
coding, while throughout the interaction changes in demeanour and behavior were noted. 
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