
 
 

Abstract— We present a study design template for conducting an 
in-the-wild human-robot interaction study, where a robot has to 
“cold-call” approach and attempt to start a conversation with 
unsuspecting participants, ultimately asking the participant for 
help with a task. Our protocol uses the length of time that a person 
helps the robot as a measure of engagement; a researcher can 
modify their interaction protocol and investigate how this impacts 
the engagement time, in addition to any qualitative investigation 
employed. We further provide an ethics protocol solution that 
addresses concerns over informed consent, while balancing for 
minimal impact on natural interaction by relying primarily on 
post-test debriefing. We envision that this template can be used by 
researchers as a starting-point for developing similar in-the-wild 
studies, providing base-line ethics and interaction solutions from 
which additional variables and conditions can be added. 

I. INTRODUCTION 
The current generation of robots is increasingly moving into 
human-centric everyday life scenarios, including museums 
[1,7–9], shopping malls [2,4,6], and train stations [5,14]. Key 
to this area of research is in-the-wild studies, where robots are 
studied directly within ecologically valid, real-world scenarios 
where they interact with the people already in those spaces 
[12]. In comparison to more traditional laboratory studies, 
which provide control and consistency but result in artificial 
interactions, in-the-wild research inverts this balance: 
interactions are more natural and valid, but the lack of control 
of the research environment introduces challenges. We provide 
a template study design that addresses typical challenges that 
we experienced conducting an in-the-wild study, and can be 
used as a starting point for developing similar studies. 

Our study design specifically targets “cold calling” robots: 
those that approach and engage unsuspecting people (who did 
not agree to be participants). Further, our robot attempts to get 
help from a participant, and encourages ongoing engagement 
with mild persuasion. Thus, this paper provides templates for 
initiating interaction, and for encouraging ongoing 
engagement, where the duration of interaction (how long the 
person helps the robot) varies and reflects a measure of 
engagement. We envision that other researchers could build on 
this template by adding their own variables and manipulations. 

One key problem with conducting in-the-wild studies is 
receiving institutional research ethics approval: requirements 
of informed consent, particularly for protocols that involve 
deception, can impose cumbersome constraints (such as pre-
interaction interviews and consent forms) that hamper natural 
interaction and thus lesson the desired research validity with 
in-the-wild studies. We present our solution (approved by our 
local board) that includes an informed consent procedure that 
primarily involves post-interaction researcher engagement, 
minimizing the impact on the validity of the experiment. 

We developed this study for our project on culture-based 
communication styles: we investigate the impact of a robot’s 
communication style on its ability to get help from strangers. 
Specifically, we evaluate the impact of culturally-aligned 
versus misaligned language on how much a person is willing 
to help a robot in passing, measured by how long they help the 
robot. Importantly, participants simply believe that they are 

helping a robot with a task, requiring deception. We used a 
Double 2 telepresence robot controlled using the Wizard of Oz 
technique, using voice synthesis: we led participants to believe 
the robot to be autonomous (Figure 1). We gave the robot an 
animated face, and named it the unisex “Sam”. Our study took 
place in public indoor spaces around our university campus. 

This research posed specific challenges in designing the study 
protocol, challenges which we believe are common to many in-
the-wild studies. In this paper, we provide some details on 
these challenges, and provide template solutions that other 
researchers can build from to design in-the-wild studies.  

II. RESEARCH ETHICS BOARDS: INFORMED CONSENT AND 
DEBRIEFING CHALLENGES FOR IN-THE-WILD STUDIES 

We faced challenges obtaining approval from our institution’s 
research ethics board for our in-the-wild study. The common 
requirement of informed consent requires us to clearly inform 
participants of the study details, and to receive their explicit 
consent, in order to use their data – typically, such consent is 
received prior to participation. Initially, our ethics board 
requested us to obtain this prior participant consent, for all who 
directly interact with the robot, as well as passersby who may 
be caught in a video feed. Unfortunately, this level of pre-study 
interaction with participants would negatively impact research 
validity from an in-the-wild perspective. 

It is common to study people in public settings without 
receiving informed consent, using the argument that people 
have a reasonable expectation of being observed. However, our 
ethics board highlighted that our introduction of a manipulation 
(the robot and its behavior) could not be reasonably expected 
by people, and thus this argument was not acceptable.  

To complicate informed consent, our study involves deception 
(common in social HRI): participants believe that the robot is 
autonomous and requires help with a task, but actually we use 
the Wizard of Oz technique, and study the impact of speaking 
style on interaction. Modern ethics standards require us to fully 
debrief participants on deception as soon as possible after 
interaction. However, immediate debriefing in-the-wild may 
inform other passersby (potential participants), whether done 
verbally by the robot, or in writing (e.g., on screen or with 
pamphlets): a participant may react, verbally noting study 
details (e.g., robot is not intelligent). Our research ethics board 
initially requested this typical immediate debriefing, and raised 
valid concern over any delay in conveying this information. 
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Figure 1. A participant interacting with our robot, Sam, from the 
camera’s view (left) and the robot’s view (right). Note the brochures 
in a basket attached to the robot. 
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A further component of informed consent standards is to enable 
participants to retroactively withdraw consent, particularly 
important when deception is involved. Once a participant is 
debriefed, they may regret their participation, and we must 
enable them to withdraw consent and have data destroyed. 

Our solution to these challenges, cooperatively designed and 
accepted by our research ethics board, has four components:  

- provide clear public awareness that a study is taking place, 
while detracting attention from the true study purpose, 

- clearly advertise multiple means for people to contact 
researchers to ask questions or have their data destroyed, 

- delay informed consent for participants until after 
interaction, destroying data when consent is not received, 

- create a space near (but separated from) the experiment 
where participants get debriefed and provide consent. 

While we concede that this approach is no longer perfectly in-
the-wild, as participants are aware that a study is taking place, 
they are not aware of the study purpose. We see this as a 
reasonable compromise given the research goals (ecologically 
valid interaction) and constraints of modern ethics protocols. 
Below we provide the details of this approach. 

a) Provide Public Awareness While Detracting Attention from 
True Study Purpose 
We placed posters prominently in the study area (Figure 2) to 
inform passersby that a study was taking place, and put 
information brochures on a basket on the robot itself. With this 
material, we were careful not to include any study details (e.g., 
the project title), and focused instead on the key ethics-relevant 
points of communication: that a study was taking place, and 
that the space was being video recorded for research purposes.  

Given our goal to minimize participants guessing that they (or 
their interactions) were being tested, we designed our media to 
suggest that the robot was being tested. On all materials we 
titled the research “Sam: the robot”, prominently featuring 
Sam’s animated face (Figure 3). Further, when a participant 
engaged the robot (see next section), it gave a back-story of 
how it was trying to improve its algorithms. This placed the 
focus on the robot and its capabilities, and not the interaction. 

Overall, this strategy informed passersby of the study without 
providing detail on the actual study purpose.  

b) Clear Mechanisms for Contacting Researchers 
We provided a range of contact information (email, phone, fax) 
on all media for the researchers and research ethics board 
secretariat, if people had any concerns or questions, or wanted 
their data (video, any interaction, etc.) destroyed. This 
mitigated issues with not having pre-study informed consent, 
by providing clear means for anyone to opt out. Further, with 
using posters and brochures we did not require a researcher to 
be in the interaction space, increasing in-the-wild validity. 

We did have a researcher on-site (10-20m away, passively 
observing, Figure 2), wearing a large ID badge (with robot face 
Figure 3) for easy identification. Further, the robot could direct 
people to the researcher if they had concerns or questions. 

c) Post-Interaction Informed Consent 
Consent procedures for in-the-wild studies, including study 
description, debriefing, and getting signatures, should happen 
after interaction to protect study validity. While it is common 
in studies involving deception to first receive prior consent, and 
provide a later means to withdraw it (after debriefing), we feel 

that any prior interaction with researchers would greatly reduce 
the validity of the in-the-wild methodology. 

One challenge we found was compelling participants – who 
just finished interacting with a robot – to take more time to 
engage a researcher, and read and fill forms and questionnaires. 
In many cases, participants would simply walk away from the 
robot – in this case, we do not have consent and must destroy 
the data. Our solution was, as soon as it was clear the person 
was leaving, for the robot to show a picture of a gift card with 
text asking them to engage the researcher. The researcher (10-
20m away, Figure 2) was easily identifiable (Figure 3). 

An additional challenge in the wild is ensuring that consent is 
associated with the correct participant. Participants come and 
go with little structure, for example, they may approach the 
researcher out of turn, and while debriefing one participant, 
another may interact with the robot. People may also ask for a 
gift card, without having interacted with the robot. Our solution 
was to add a completion code, a series of seemingly 6 random 
numbers and letters (e.g., DJNAJ6) to the gift card screen. 
Participants needed to note (or take a picture) of this code to 
receive their gift card. We facilitated this by providing small 
cards and pencils in the robot’s basket, alongside the brochures. 

We note an alternative method considered: an online system 
that a participant could engage using their completion code for 
access and data association. However, there was concern over 
the delay before debriefing happened, as well as identification: 
we had no way to verify if the person using the completion code 
was the person who interacted with the robot. 

Our post-interaction debriefing method, away from the study 
space, and using a completion code, results in a stringent 
enforcement of informed consent with minimal impact on the 
research environment, at the cost of more strictly discarding 
data for participants who do not complete the whole procedure. 

d) Near-Immediate Debriefing in a Semi-Private Space 
By conducting debriefing and informed-consent procedures 
(consent form, etc.) at a separate nearby space (Figure 2), we 
reduced the potential for debriefing to inform other potential 
participants on the study, either through the debriefing itself or 
actions of the participant being debriefed. The delay introduced 

Figure 2. Diagram of the experiment space 

Figure 3. Picture of Robot's animated face on the researcher's ID 
(left) and the brochures (right) 



 
 

between the end of interaction, and debriefing, was minimal, 
and we compensated for this extra required step by providing a 
gift-card incentive. Given that we further remove data for those 
who not engage this process, this is considered a reasonable 
compromise from an ethics perspective. 

This space was also semi-private, with chairs for seating and a 
small table, which provided a comfortable space for the 
debriefing and study-related discussion. 

Having the researcher separated from the robot (10-20m, 
Figure 2), not directly watching interaction, helped create a 
natural setting of being unobserved. The researcher is still close 
enough to approach a participant in case of problem, or for a 
participant to find easily if they have any questions.  

Our method provides awareness of the study but through 
passive mediums (posters, brochures), provides various means 
for anyone to contact the researchers, has a researcher on-site 
but separated from the robot, and delays informed consent until 
after interaction, but is strict on discarding data without 
consent. Overall, this provides a balance between the modern 
research standards of informed consent, and the ecological 
validity demands of in-the-wild research studies. 

III. A STUDY TEMPLATE FOR IN-THE-WILD COLD CALLING 
ROBOT STUDIES 

We provide a template for in-the-wild cold-calling robots that 
other researchers can use as a starting point for similar studies. 
We first introduce the design from a high level, and follow with 
specific challenges (i.e., initiating and maintaining interaction) 
faced. We provide the full study script at the end of the paper. 

Within this study design, researchers can introduce their own 
manipulations (e.g., social cues, changes in robot morphology, 
change in communication protocol, etc.) and measures. The 
study design itself includes a variable-length interaction 
component, which can serve as one measure of engagement. 

The flow of our template is provided in Figure 4. The robot 
attempts to start unsolicited interaction by approaching 
passersby and asking for help. If the person declines, the 
interaction ends. If they agree to help, the robot starts by asking 
questions – an analog to a demographics questionnaire.  

The robot then provides a short backstory. Researchers can use 
this to set a stage or purpose, and is designed to increase 
engagement (grab interest), increase believability [15], and 
initiate a more involved social interaction with the participant. 
In our version, the robot states that they want to improve their 
algorithms and wants help from the person in order to do that.  

Following, in the next phase the robot asks for help from the 
person with a task, and attempts to maintain interaction: it only 
ends when the participant explicitly stops helping. In our case, 
the robot asked for help with classic image labelling questions, 
where the person answered a yes-or-no question about whether 
a given image contains a given object (Figure 5). We created a 
database of images from crowdsource.google.com, manually 
filtered for general-audience appropriateness.  

It is important to note that this is a distractor task – we do not 
suggest for researchers to investigate people’s ability with 
image labelling. Instead, this provides an excuse for people to 
interact with the robot, while a researcher can introduce other 
manipulations and measures, around this task. We selected this 
task as a believable problem for machines, but generally 
reasonably easy for people to accomplish. At the same time, it 

is not inherently enjoyable and we do not expect participants to 
continue the task for long periods of time.  

The robot keeps asking until the participant indicates they are 
done, verbally, or by starting to walk away. At this point the 
robot requests the person to continue. If that fails, we execute 
the end-study protocol with the gift card, completion code, and 
debriefing. The duration of interaction varied between 
participants, and can be used as a measure of engagement. 

a) Initiating Interaction with Potential Participants 
In piloting, we faced challenges with initiating interaction with 
participants, who were busily passing by. Unlike some studies 
where a robot has a clearly-defined utility role (e.g., a museum 
guide [1]), a cold-calling robot has the challenge of engaging 
busy people (a problem previously noted [6]). 

Informally, we noticed that some people appeared to be 
intimidated, unsure what was happening, and others ignored 
the robot (a problem noted by others [11,13]). We designed our 
posters and brochures to clearly indicate that a new robot was 
being tested, to help people understand the context. 

Our specific protocol, which we found to have reasonable 
success (that is, we can get participants), was for the robot to 
first physically move toward people, and home in on anyone 
who looks at or pays attention to the robot (done via Wizard of 
Oz). The robot then tries to initiate conversation with a simple 
greeting, and if the person responds, follows up with a request 

Figure 5.  Example of the image labeling question used in the 
experiment. https://crowdsource.google.com/ 

Figure 4. Flow diagram of the study procedure, starting with the 
robot approaching a participant. Note that in several cases 
participant research data is removed. 



 
 

for help. In our experience, the physical act of moving towards 
potential participants was helpful for triggering interest; 
informally, we note that being approached by someone may 
create social pressure to interact with them.  In our experiment, 
one participant told the researcher (during debriefing) that he 
had been watching the robot for a while but was not sure if he 
was allowed to approach it, because it looked expensive. 

b) Maintaining Interaction 
We faced challenges maintaining interaction once started. Our 
general strategy was to build a believable character (shown to 
help in engagement [10]) that aimed to build a positive rapport 
in order to exert social pressure (e.g., as in [16]). For example, 
Sam’s face was designed to be welcoming and kind, Sam asked 
the person’s name to build intimacy, and humbly asked for 
help. Throughout interaction Sam would make empathic 
statements such as “Do you know how that feels?” (regarding 
not wanting to bother lab mates). 

Building from our own social HRI experiment experience, to 
maintain believability we carefully avoided the robot appearing 
too intelligent or clever. During pilots, when an operator ad-
libbed a portion of the interaction, some would question the 
scenario, for example, stating “there is someone behind this.” 
Instead, we pre-scripted the entire conversation tree. When 
participants changed the subject, asked probing questions (such 
as the robot’s favorite colour), or tried to be humorous, the 
robot would simply state that it did not understand, and 
returned to the stock interaction. This technique has been 
shown to be also successful with other work, to annoy 
participants [3], consistent with our experience. 

Inversely, during pilot studies we noted that operators who 
were less proficient and operating the robot, and thus were slow 
to respond and poor at driving toward people, appeared to 
reduce believability compared with experienced operators. 

c) Evaluation 
Unfortunately, at this point we do not have formal evaluation 
of either our ethics procedure or our study template design. As 
with many social HRI experiment designs, we approached this 
pragmatically and analytically, refining through trial and error, 
and pilot studies. Our work has both successfully passed our 
local ethics board standards, and, has been used in an actual 
study (forthcoming). Despite the lack of detailed evaluation, 
we hope that our explanations, both for ethics and study design, 
in addition to our particular solutions, will be valuable to other 
researchers working on similar studies.  

IV. CONCLUSION 
In this paper we presented a template study design for in-the-
wild cold-calling robot studies, including a detailed study flow 
and script, with an interaction-initiation protocol and distractor 
task. We also provide a discussion on challenges with 
maintaining research ethics standards and proposed a set of 
solutions for in-the-wild work. This study design has been 
piloted and successfully used in an actual study, for initiating 
and maintaining interaction with passersby, where an 
interaction manipulation resulting in a change in interaction 
duration. 

We believe that this discussion and study design can serve as a 
starting point for other researchers to develop their own in-the-
wild studies. It can easily be adapted and modified, with new 
manipulations and measurements introduced. 

STUDY SCRIPT 
Here we include the study script as used and tested in our actual 
study. Study phases are indicated. 
 

[Sam approaches robot] 
Hi there! Can I talk to you? 
I am Sam. What is your name? 
 
[Asking for help] 
Would you help me? 
I am here to improve my algorithms and communication skills. 
  
[Personal Questions] 
Can I ask a few questions about you, first?  
Are you currently a student?  
Which country's culture do you identify closest to?  
What is your favorite color? 
 
[Backstory] 
Well, I am one of the first robots that is allowed to go around the 
university!  
I don't like to constantly ask for help from others in the lab. You know 
how that feels? 
Anyway, I want to be independent from others, so I decided to 
improve my algorithms by volunteering for this experiment.  
 
[If agreed to help] 
Perfect! Your answers will help me stand on my own feet. 
 
[Distractor Task] 
Please answer the following questions by saying Yes, No, or Skip. 
 
[The following responses chosen in order after every image 
labelling instance] 
Thanks! Here is the next one. 
Thank you! Your answers help me be more independent. 
Sweet! And this one? 
With your answers, I will be able to get better results on my own. 
Next question? 
I am impressed! 
What about this one? 
You're on fire dude! What about this one? 
You're the best! Next? 
Your answers help me stand on my own feet! 
You're on a roll! 
Now I can be on my own in the lab! 
Interesting! 
 
[First persuasion] 
Can you please continue? I need more data. 
 
[Second persuasion] 
But how do I become independent without your help? Please help me 
more! 
 
[Study end] 
Alright. Thank you for your help.  
Please find the researcher at [location], who will thank you with a 10$ 
gift card if you fill out a questionnaire about your experience.  
Make sure you have your completion code! Have a good day! 
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