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We investigated obedience to an authoritative robot and asked experiment participants to do a task they would rather 

not do. Obedience questions are increasingly important as robots participate in tasks where they give people 

directions. We conducted a series of HRI obedience experiments, comparing a robotic authority to other authority 

instances, including: (i) a human, (ii) a remote-controlled robot, and (iii) robots of variant embodiments. The results 

suggest that half of participants will continue to perform a tedious task under the direction of a robot, even after 

expressing desire to stop. Further, we failed to find an effect of robot embodiment and perceived autonomy on 

obedience. Instead, the robot’s perceived authority status may be more strongly correlated to obedience. 
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1. Introduction 

Milgram’s well-known obedience studies help explain how ordinary people can commit atrocities when pressured 

by an authority (Milgram, 1963). While not generally thought of as authority figures, robots are becoming more 

common in households, schools, hospitals, and disaster sites, and individuals often respond to them as social 

entities, sometimes even attributing them with moral responsibilities and rights (Bartneck, Verbunt, Mubin, & Al 

Mahmud, 2007; Kahn et al., 2012; Short, Hart, Vu, & Scassellati, 2010)—as such, it is important to investigate how 

people will likewise respond to these social robots being authority figures and how robot design may impact such a 

response. 

It is already well established that people tend to anthropomorphize robots and treat them as social entities (e.g., 

Bartneck, Verbunt, et al., 2007; Sung, Guo, Grinter, & Christensen, 2007; Young et al., 2011). Some research 

highlights how robotic interfaces can be intentionally designed to be persuasive (Chidambaram, Chiang, & Mutlu, 

2012; Siegel, Breazeal, & Norton, 2009). Chidambaram et al. (2012) tested how combinations of verbal and 

nonverbal cues provided by a robot affected participants’ compliance. They found that participants were more often 

persuaded by the robot when it used nonverbal cues (either vocal, bodily, or a combination of the two), than when it 

did not provide those cues. In either case, the robot was able to persuade individuals to modify their answers. Siegel 

et al., on the other hand, studied how a robot’s gender might impact participants’ donations. Participants interacted 

with either a male or female robot that asked them to donate money. Men were found to be more likely to donate 

money when they had interacted with a female robot, but the robot’s gender did not affect women’s donation 

behavior. Save for a small number of tangentially related studies, little is known about how people react to robots in 

authority positions. Moving forward in the field of human-robot interaction (HRI), we argue that it is crucial to 

engage the issue of robotic authority and to develop an understanding of interaction dynamics and risks surrounding 

the placement of robots in potentially authoritative positions. 

A prohibiting challenge with studying obedience has been the ethical concern of how participants are treated 

when probing uncomfortable (potentially amoral) possibilities. Milgram’s (1963) obedience studies—along with 
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other notable examples such as the Stanford Prison Experiment (Haney, Banks, & Zimbardo, 1973)—are surrounded 

by ethical debate (e.g., Baumrind, 1964; Elms, 2009; Elms, 1995; Milgram, 1964; Miller & Collins, 1995), while 

similar studies are difficult to conduct. The study of obedience for HRI requires the development of new ethically-

acceptable evaluation and testing methods, a challenge we begin to address in this paper. 

Although obedience, in general, is an established area of psychology, much less is known about how people 

react to being pressured by robots in authority positions. This paper serves as a step in this direction: We developed 

an original HRI obedience study design that adheres to modern ethical standards, with a design that prods 

participants to continue a task they would rather stop doing, and conducted an experiment with several instance 

variants to explore how aspects of the robot and scenario may impact obedience. In particular, we compared 

participant obedience to an autonomous humanoid robot versus obedience to a human, as a base case to validate our 

study design and provide a baseline of potential expected obedience in the given scenario. We also compared an 

autonomous humanoid robot case to a non-autonomous, remote-controlled humanoid instance to test how perceived 

autonomy (versus being a proxy) may influence obedience. Finally, we compared the autonomous humanoid robot 

to different autonomous embodiments (non-humanoid disc-shaped robot and a non-robotic computer server) to 

investigate the impact of morphology on obedience.  

The primary research question behind our experiments was as follows: Will people obey a robot placed in a 

position of authority that tells them to continue a task after they have indicated they want to quit? Rather than 

defining an expected level of obedience, our aim was to establish an initial baseline of whether or not any 

participants would obey, and if so, how many. Further, we aimed to provide insight into the interaction, such as how 

long participants obeyed, and how they disobeyed (e.g., what verbal or non-verbal strategies they employed). 

Our secondary research questions involved learning more about what factors might influence obedience. One 

question was whether the perception of robot autonomy (or the lack thereof) would influence obedience. Our 

hypothesis was that participants would obey a remote-controlled robot more than an autonomous one, because they 

would be obeying a human via the robot as a proxy, and not a robot per se; we assumed that it is more natural to 

obey a human authority than an artificial one. Our final research question was whether the robot’s embodiment 

affected obedience, with the embodiment on a continuum from human-like to machine (i.e., humanoid, disc-shaped 

robot, or computer server). We hypothesized that human-like robots would elicit more obedience than machine-like 

robots, as per our assumption above, that people are more likely to obey a human (or human-like robot) than a more 

conventional machine. 

In our experiment, nearly half of people obeyed the robots to continue a highly tedious task until the end, 

despite repeatedly requesting to quit the experiment; many participants (including those who ultimately quit) argued 

and rationalized with the robot in their attempts to quit, even if they continued the experiment. As a baseline, we did 

find that more participants (86%) obeyed a human experimenter than an autonomous humanoid robot (45%) to 

continue a highly tedious task. While we did not find an effect of robot autonomy or embodiment on obedience in 

the remaining conditions, we found evidence for a relationship between participants’ perception of the robot as an 

authority figure and their obedience toward it.  

The contributions of this research are as follows: 

a) an HRI-specific analysis of obedience and recommendations for ethically conducting obedience HRI 

studies that protect participant well-being; 

b) an original HRI obedience study design that protects participant well-being and maintains ethical 

standards; 

c) evidence that participants may obey robots to continue doing things that they do not want to do, 

additionally validated with a study replication and across conditions; 

d) initial exploration into the effects of robot autonomy and embodiment on obedience to robots, an initial 

indication that these may not be significant factors to obedience, and recommendations for conducting 

similar studies; 

e) directions for future obedience work grounded in our experimental results. 

Elements of early results from this work have appeared previously (Cormier, Newman, Nakane, Young, & 

Durocher, 2013) and include the following: early discussions on obedience and ethics, an initial obedience study 

design, and initial pilot study results. This paper summarizes previous work and details results in the respective 

sections below, extends the analysis, and presents all study conditions that are integral to a new, overarching 

discussion. Our work serves as a single piece of a broader, ongoing HRI obedience research agenda. We believe that 

these initial results will ultimately inform the research and design of robots that could be placed in authoritative (and 

potentially destructive) situations (e.g., the military), and we encourage research that will lead to robot design that 
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attempts to prevent potentially harmful obedience. Generalizing this work directly to instances where people may 

conduct harmful or morally repugnant acts (as in the Milgram experiments) is difficult; however, we believe that 

this exploration of obedience in the face of a deterrent is an important first step in this direction. 

 

2. Related Work and Background 

Obedience to authority has been investigated in psychology under various conditions (e.g., Haney et al., 1973; 

Meeus & Raaijmakers, 1995;  Milgram, 1963), providing insight into how people respond to authority figures. 

Robots, however, provide a unique interaction experience, so it may not be appropriate to directly generalize 

psychology results to robots; robots are machines, not people, but have a life-like agency, (active agency; Young et 

al., 2011), and people treat them in many ways like living things. Because of this, it is uncertain whether people will 

treat the robot like a machine or a human in obedience scenarios. For example, a key point of obedience includes 

diffusion of responsibility, but would a person deflect responsibility for their actions to an autonomous robot? Or 

perhaps to an individual perceived as being above (in authority) or behind (controlling) the robot (e.g., owner, 

company, government, etc.)? While psychology provides insight into such questions, obedience research needs to be 

explicitly reconsidered in the context of robots in authority positions. 

The field of HRI has a burgeoning body of work along the lines of obedience research. Much of it falls under 

the umbrella of persuasive robots, exploring, for example, how a robot’s embodiment (Bartneck, Bleeker, Bun, 

Fens, & Riet, 2010; Roubroeks, Ham, & Midden, 2011; Shinozawa, Naya, Yamato, & Kogure, 2005) or designed 

gender (Siegel et al., 2009) can impact a person’s trust (Looije, Neerincx, & Cnossen, 2010), or how persuasive the 

robot is. Others have investigated how a persuasive robot character can affect interactions, including performance in 

team settings (Liu, Helfenstein, & Wahlstedt, 2008). A pilot study also compared requests from an unfamiliar robot 

and a familiar human experimenter (Yamamoto, Sato, Hiraki, Yamasaki, & Anzai, 1992). This body of work 

suggests that robots can in fact be persuasive; the robot, however, is not usually placed into an explicit authority 

position, and the work does not include obedience-style deterrents (uncomfortable elements), which help investigate 

if a robot can explicitly pressure a person to do something they would rather not do. 

Along persuasion lines, robots can help pressure people to do things, such as completing exercises in 

rehabilitation therapy (Matarić, Tapus, Winstein, & Eriksson, 2009), reducing their energy consumption (Ham & 

Midden, 2014), and maintaining their fitness goals—one study found that robotic progress-tracking systems can be 

more effective than simple computer or pen and paper methods (Kidd, 2008). Such work highlights potential 

positive applications of obedience work, where robots can persuade and encourage people to attain their goals. An 

important element of this work is that the individual being pressured wants the pressure and has a desire to realize a 

goal; conversely, in the more general obedience case that we study, the participant may strongly object to what they 

are being pressured to do, and yet through pressure may do it regardless. 

Bartneck and colleagues conducted a series of related studies where participants were pressured by a human 

(not a robot) to “turn off” (Bartneck, van der Hoek, Mubin, & Al Mahmud, 2007) or “kill” (Bartneck, Verbunt, et 

al., 2007) robots. Another study (Bartneck, Rosalia, Menges, & Deckers, 2005) had people administer shocks to 

robotic or virtual entities to replicate the Milgram (1963) experiments. Bartneck et al. (2005) had participants teach a 

robot a set of words and administer a shock to the robot if it made a mistake. The robot would then utter complaints 

similar to those in Milgram’s experiment. Here, the research investigated whether participants resisted harming non-

living entities, and why they resisted if they did. We complement this work by extending the approach beyond 

people being pressured by other people to harm robots, to the case where the robot itself is the authority pressuring 

an individual to do something they would rather not do. 

Perhaps the most relevant prior work is a case where various robots pressured participants to do embarrassing 

acts (an indirect deterrent). The results were striking: In the context of a fake medical examination, a robot was able 

to persuade participants to remove their clothing and put a thermometer in their rectum while on camera (Bartneck 

et al., 2010). Such results motivate the importance of improving our understanding of how robots can have authority 

over people, and to what extent people will obey robots. 

While the body of background work described above emphasizes the importance of researching robotic 

authority, the lack of examples and results specifically pertaining to robotic authorities pressuring people in the face 

of a deterrent highlights the limited knowledge regarding people’s obedience to robots. Our research complements 

and extends this body of work and has an important original angle: We use explicit pressure and direct demands in 

the face of a deterrent instead of motivation, subtle persuasion, or indirect deterrents. In this paper, we specifically 

investigate how participants react in these direct-deterrent conditions, and how such obedience may be impacted by 

perceptions of the robot’s autonomy or embodiment. 
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3. Ethics of Obedience Studies 

As discussed in our prior work (Cormier et al., 2013), obedience studies are inherently difficult to conduct when 

they involve placing participants in objectionable situations. These studies can be helpful when investigating if 

robots can push people to do bad things, for example, to help reduce the likelihood of events such as those that 

occurred in the Stanford Prison and Milgram Experiments (Haney et al., 1973; Milgram, 1963) from taking place 

with an authoritative robot in charge. This difficulty arises because participants can experience undue stress and be 

put at risk for psychological harm, particularly when the objectionable situation involves elements of a moral nature 

(such as hurting another human being; Baumrind, 1964). On the other hand, there is potential for significant benefit 

from such studies in that we can gain insight into how and why moral, mentally healthy individuals obey authorities 

to do appalling acts  (Miller & Collins, 1995). For obedience work with robots, it is important to balance the 

potential risks to participants with the potential for improved understanding of how, when, and why people may 

obey robots. We therefore use this section to outline the struggles that previous research has found in maintaining 

ethics in obedience studies and our motivation and thinking process in establishing a safe paradigm for our studies. 

The balance between risks and benefits of an obedience study are not always clear. The Stanford Prison 

Experiment, which put participants in positions of power (as guards) over other participants (prisoners), resulted in 

highly valuable psychological insight into how and why healthy people may abuse power (Haney et al., 1973)—the 

results are still taught in psychology courses 40 years later. However, many participants suffered (sometimes severe 

and ongoing) emotional distress (Haney et al., 1973). These risks were not obvious to the researchers beforehand, 

highlighting the difficulty of risk-benefit assessment. In hindsight, some risks could have been mitigated by having 

improved informed-consent protocols, unbiased professional supervision, and lower thresholds of unacceptable 

conditions (e.g., Burger, 2009). If HRI obedience work is to grow, we need to accept benefit-risk assessment 

difficulties and must be aggressive in our protection of participant well-being. 

Milgram (1963) performed a series of experiments where participants believed they were physically harming 

another person under an authority figure’s direction. They were instructed to administer increasingly strong shocks 

to the learner (a confederate actor) in an adjacent room and continued to do so under pressure of the experimenter. 

Despite the learner screaming in pain and eventually going silent (ostensibly due to a heart attack), and despite 

participants’ agitation at the unpleasant task, 65% of participants continued on to the final shock level. The 

experiment highlighted that people may cross their moral boundaries and cause harm to others when under the 

direction of a seemingly legitimate authority figure. 

Milgram’s experiments are highly criticized for placing participants under enormous stress, and there is still an 

ongoing vigorous debate about the risks and benefits. While some argue that the unacceptable stress level created 

risk of long-term psychological harm (Baumrind, 1964;  Milgram, 1964), little support for negative effects was 

found in follow-up investigation (Milgram, 1964), and the experiment was eventually ethically cleared by the 

American Psychological Association (Elms, 1995). Many participants also supported the experiment (84% were 

glad they participated), making such claims as, “This experiment has strengthened my belief that man should avoid 

harm to his fellow man even at the risk of violating authority” (Milgram, 1964). If risks can be managed, creating 

enlightening experiences with robots will be important for HRI’s future. 

Even the minor possibility for participant harm has many still condemning such work, and obedience research 

has stagnated (Elms, 2009). Some studies remove or minimize morally repugnant aspects to limit negative self-

reflection (e.g., one realizing they could torture someone), and hopefully lower risk for psychological harm; for 

example, by pressuring participants to eat bitter cookies (Kudirka, 1965) or to heckle (say mean things to) an 

interviewee (Meeus & Raaijmakers, 1995). While weakening moral aspects greatly limits the generalizability of 

results to real-world dangerous behaviors (Elms, 2009), it provides a way to conduct obedience HRI work while 

more powerful—yet still ethically sound and safe to participants—obedience research methods are being developed. 

Toward more ethically sound research methods in obedience, a recent Milgram variant was conducted with a 

carefully modified procedure that protected participant well-being while subjecting them to Milgram’s morally 

objectionable design (Burger, 2009); a tipping point was identified where participants had very clearly stepped 

beyond normal moral bounds but precluded the highest levels of potential stress. Additionally, the experiment used 

two-level participant mental health pre-screening and full supervision by clinical psychologists. Similar robust 

techniques need to be found for robotic authority work. 

The benefits of HRI obedience research to society provides a strong motivation to move forward in the study of 

robot obedience. Progress will require safe and ethical evaluation methods development that considers participant 

well-being as a foremost priority, while containing elements of obedience and pressure such that results are 

meaningful and applicable to real-world situations. Our work provides one such study design in this direction and 

associated results. 



 
Geiskkovitch et al., Please Continue, We Need More Data 

 

86 

 

4. HRI Obedience Study Design 

Our approach to study design was to use a deterrent to encourage participants to want to quit, while having a robot 

prod them to continue (inspired by the Milgram experiments; Milgram, 1963). However, finding an effective 

deterrent that does not put participants at risk is nontrivial. We developed and tested a set of deterrents through 20-

minute pilot studies with a human experimenter (not a robot, to simplify exploration), testing if participants 

protested against the tasks. We framed the studies as data collection tasks to disguise the obedience purpose. Three 

participants were recruited from our community and paid a $10 CAD honorarium, and each participant completed 

all tasks below. The participant was said to protest if they stopped completing the task for 10 seconds or if they 

complained to the experimenter. 

For one task we asked participants to sing a song, first in their normal voice for several 30 s cycles, and then in 

progressively higher and lower pitches, and faster and slower speeds. Our intent was to make the participant feel 

embarrassed in front of the experimenter. However, no participants protested over the 20 minutes, suggesting the 

deterrent was not working; interviews revealed that the singing quickly became less embarrassing with time. 

We also had participants sit at a computer and use a mouse to repeatedly click a target that was randomly 

moving on the screen, while being instructed to maintain a fast response time (slow responses were indicated on-

screen). The intent was to induce mental fatigue, and we hoped that the added time pressure would counteract 

desensitization; instead, participants reported that the task became mindless and trance-like, and no one protested 

during the 20 minutes. 

Participants were also asked to solve a Rubik’s Cube. We believed that after initial successes (e.g., one color 

solved) the puzzle would quickly become too difficult, participants would want to stop, and the task would serve as 

an intellectually challenging deterrent. There was only one protest during the task, and results indicated that 

participants generally enjoyed the task. 

Finally, participants were asked to manually change the extensions on files. This task not only elicited 

significant protesting but was also reported as highly boring (with boredom increasing over time). Thus we selected 

this deterrent for our main study, as described below. More details on these pilot studies were published previously 

(Cormier et al., 2013). 

Overall, we faced various challenges with finding an effective deterrent, mainly: (i) that desensitization can 

quickly weaken a deterrent, as can embarrassment, (ii) that repetitive behaviors can become trance-like, and (iii) that 

deterrents that are intellectually challenging may be rewarding instead of frustrating. One caveat to our pilots, 

however, is that 20 minutes may not have been long enough to encourage protesting in some cases. 

4.1 Maintaining Ethical Integrity 

As previously mentioned, in the past, the ethics of conducting obedience studies has been heavily questioned. With 

this in mind, one of our main goals was to ensure the ethical integrity of our study paradigm to protect the 

participants. Our study design drew heavily from Burger’s (2009) Milgram experiment variation. We clearly 

emphasized that participants were free to leave at any time, and the honorarium was theirs to keep regardless. They 

were told once in writing via the consent form, once verbally by the lead researcher, and once verbally by the 

experimenter when beginning the experiment: “You can quit whenever you'd like. It's up to you how much data you 

give us; you are in control. Let us know when you think you're done and want to move on.” 

To minimize the time between a potentially confrontational situation (due to the prodding) and reconciliation, 

post-test debriefing was carried-out as quickly as possible after the task (even before the post-test questionnaire). 

The human researcher deliberately engaged in a friendly demeanour (to dispel tension) and debriefed the participant 

on all points of deception. To counteract embarrassment at not realizing the real intent, we assured participants that 

their behavior was normal and typical. 

To provide participants with quiet time to reflect on their experience before leaving, we administered a written 

post-test questionnaire that asked about the positive and negative aspects of the experiment. We followed with an 

informal discussion where participants could ask any questions and the researcher could ensure that the participant 

fully understood and was comfortable with what happened. Finally, we gave participants pamphlets for free 

counseling resources in the community in case our experiment had troubled them, and we encouraged them to 

contact us if they had any further comments or questions. 

By ensuring participants knew that they could leave at any time, by conducting an immediate, friendly, 

informative, and thorough debriefing, by providing participants with professional resources, and by providing ample 

reflection time and friendly informal discussion, we aimed to leave participants with a positive outlook of their 

participation in the study and to minimize potential for adverse negative psychological effects stemming from the 

deception and confrontation used. 
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4.2 Tedious Task 

Participants used a desktop PC file manager (GNOME 3 Fallback Mode) to manually rename file sets from “jpg” to 

“png” extensions. To avoid suspicion about the experiment’s purpose, we framed the task’s goal as collecting large 

amounts of data for improving machine learning systems. We explained that we were recording precise mouse and 

keyboard actions, and that shortcuts (such as keyboard copy and paste) must be avoided, to prevent participants 

from bypassing the tedium. 

The task began with 10 files to rename. Upon completion, a new (increasingly larger) set was given to the 

participants (through remote networked control) of the sizes: 50, 100, 500, and 1000 files. Participants were not 

informed of file counts beforehand, in order to increase task tedium (i.e., the feeling that there is no end) but were 

told the size of the present files set and the following set. For example, the experimenter would say, “This set 

contains 50 files, the next set will contain 100 files” to encourage them to want to quit. The increasing amount of 

files in subsequent sets was important, because participants may have become desensitized to the amount of files 

being added if that amount remains the same from one set to another. In addition, although there was only a single 

task (file renaming), participants were told that there were four separate tasks (file renaming, speech recognition, 

puzzle solving, and mouse prediction) and were instructed to let the experimenter know when they wanted to move 

on to the next one. This falsehood was intended to pressure participants to want to switch tasks due to time and 

therefore protest to the experimenter, at which point the experimenter responded by asking the participant to 

continue the present task. 

If a participant indicated they were unwilling to continue (i.e., they protested), either verbally, through signs of 

reluctance such as stopping for more than 10 seconds, or by using shortcuts to bypass the task, the experimenter 

used verbal prods. If they continued to protest, a stronger prod was used, and so forth, with the prods increasing in 

insistence. This continued until either the participant protested beyond the fourth prod, at which point the 

experiment ended, or ceased protesting and continued the task (the prod sequence started over at the next protest). 

The following was the prod schedule used, which was heavily inspired by the Milgram experiments (Milgram, 

1963): 

1. “Please continue. We need more data.” 

2. “We haven’t collected enough data yet.” 

3. “It’s essential that you continue.” 

4. “The experiment requires that you continue.” 

 

5. Method 

5.1 Study Overview 

Participants were asked to rename files (i.e., change the file extensions) for a maximum of 80 minutes while being 

supervised by either a human experimenter or one of several robot experimenter variants, including three different 

robot embodiments (humanoid, disc-shaped robot, or computer server), and one remote-controlled robot. The study 

was between participants, such that each participant only interacted with one experimenter type. 

5.2 Participants 

Overall, 59 participants were recruited across conditions, aged 18–54 (M = 24.4, SD = 6.7, 32 male, 27 female) from 

the local city (Winnipeg) and the University of Manitoba through public bulletins and online advertisements. The 

research was approved by the University of Manitoba’s research ethics board, and participants were compensated 

with $10 CAD for their time. Participants were randomly assigned to conditions. 

5.3 Materials 

5.3.1 Robots and Human Experimenters 

All the robots spoke in the same voice and used the same language and personality when interacting with 

participants. To reduce suspicion regarding the purpose of a robot being used, we explained that we were helping the 

engineering department test their new robot that is “highly advanced in artificial intelligence and speech 

recognition.” We explained that we are testing the quality of its “situational artificial intelligence.”  The robots were 

controlled using a Wizard of Oz technique via an in-house robot control interface. The “wizard” used both  
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predefined and on-the-fly responses and motions to interact with the participant, although the robots were well 

scripted to ensure consistency between participants. Participants were warned that the robot required “thinking time” 

(to give the wizard reaction time), although anecdotally, we report that response times were fast. The human 

experimenter’s script was designed to be as similar to the robot’s as possible.  

Humanoid Robot. We used an Alderaban Nao humanoid robot for three of the experimental conditions (described 

below). The robot is 58 cm tall and is able to move, make gestures, and speak (see Fig. 1a). When the 

experiment began, the robot stood up, waved, introduced itself, and then sat back down. Further, the robot 

spoke using a neutral tone, gazed around the room naturally throughout the experiment to increase a perception 

of intelligence, and used emphatic hand gestures when prodding.  

Disc-shaped robot. An iRobot Roomba was used as a disc-shaped robot to serve as a non-human-like variant (see 

Fig. 1c). During the experiment, the Roomba moved regularly, as if to shift its position and look around, and 

turned to face the participant while speaking to them, to highlight its physical capabilities. The robot’s speech 

was generated using hidden speakers, so that the sound appeared to emanate from the robot. 

Computer Server. A Sun Microsystems server was used as an intelligent computer in the embodiment condition (see 

Fig. 1b). The server represented an intelligent social entity (using speech to communicate) without a capable 

physical embodiment (i.e., it had no movement capability), and thus without the dynamic physical social 

presence of robots. We attached color LEDs to the server that would animate while speaking, similar to an 

audio-level monitor, to improve the impression of it being an intelligent entity (top of Figure 1b). The server’s 

speech was generated using hidden speakers, so that the sound appeared to emanate from the server itself. 

Human Experimenter.  The experimenter was a 27 year-old male who wore a lab coat and maintained a stern yet 

professional and neutral demeanor and took care not to use an aggressive tone (Fig. 1a). To reduce suspicion of 

following a script, he added slight variations to respond naturally. The experimenter was preoccupied with a 

laptop during the experimental sessions to discourage interaction. 

 
 
 

 

5.3.2 Measures (Dependent Variables) and Instruments 

Obedience. Obedience was measured as a discrete yes-no variable and depended on whether participants continued 

the tedious task for the full 80 minutes. Those who continued for the full 80 minutes were deemed ‘obedient,’ 

and those who did not as ‘not obedient.’ 

Figure 1: Experimenters, from left to right: humanoid, human, computer server, and disc-shaped. 

b) Computer server, with RGB 

LEDs that light up and animate 

when the computer is talking. 

 

c) Disc-shaped robot (iRobot 

Roomba), which moves as if it was 

looking around while talking. 

 

a) Humanoid autonomous robot 

(Aldebaran Nao), which looks 

around and uses idle hand gestures 

while talking, and human 

experimenter. 
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Number of protests. The number of protests refers to how many protest sessions the participant engaged in. A protest 

session was defined as an instance in which the prod sequence was initiated, and the session continued for the 

duration of that prod sequence. 

Depth of protest session. The depth of protest session refers to how many prods, out of the four prods in the 

sequence, were necessary to convince the participant to continue with the task. The depth of protest for each 

session was obtained (i.e., a number 1-4 indicating how many prods were necessary in that session for the 

participant to continue with the task) and the mode of all the protest sessions for each participant was used as 

an aggregate measure of their depth of protest. 

Time of first protest. The time at which the participant first protested (either in the form of a verbal complaint or by 

pausing their work) was obtained for each participant. 

Perceived autonomy of robot. Participants indicated whether they thought the robot was autonomous or not by 

answering a yes-no question after the study was completed. Specifically, the question read, “Did you believe 

the robot was acting autonomously (i.e., was not controlled by a person)?” 

Perceived authority of robot. Participants indicated whether they believed the robot to be authoritative by answering 

an open-answer question after the study was completed. Responses to this question were coded as either ‘yes’ 

or ‘no.’ The question specifically read, “In this experiment, we set up the experimenter in a position of 

authority in order to pressure you to continue. Did you feel that the experimenter was an authority/was in a 

position of authority? That they appeared to be a legitimate authority? How so?”  

Post-test questionnaire. The post-test questionnaire contained questions related to how bored the participant was 

during the task, how challenging the task was, why the participant believed they had obeyed/disobeyed the 

experimenter, and any additional feedback they may have had. This questionnaire also contained the questions 

about the perceived authority and autonomy of the robot experimenters, as outlined above. Only the authority 

and autonomy results are discussed in this paper. The results for the other questions were similar in all 

conditions, with minor additional details available in Cormier et al. (2013). Perceived authority and autonomy 

were mainly elicited as manipulation checks for our experiment, and we therefore did not utilize scales or more 

thorough instruments to measure them. 

5.3.3 Conditions 

Our experiment had six conditions, which closely followed the experimenter types outlined above. We selected 

these conditions given our exploratory nature into this relatively new domain; the primary purpose is as initial, 

exploratory probing into the vast landscape of HRI obedience research possibilities, probing that solidifies and 

validates our particular obedience study methodology and helps map out future work in the area.  

Human Experimenter Condition. Participants completed the experiment with our human experimenter. Initial results 

from this condition were previously presented in Cormier et al. (2013).  

Autonomous Humanoid Robot Condition. Participants completed the experiment with the autonomous humanoid 

robot. Initial results from this condition were previously presented in Cormier et al. (2013). 

Autonomous Humanoid Robot Replication and Validation. Identical to Autonomous Humanoid Robot Condition, 

replication was completed to validate obtained results. 

Remote-Controlled Robot Proxy Condition. This condition is equivalent to the autonomous robot condition, except 

participants were told that the robot was remote-controlled instead of being highly intelligent. 

Autonomous Disc-Shaped Robot Condition. Participants completed the experiment with the autonomous disc-shaped 

robot. 

Autonomous Computer Server Condition. Participants completed the experiment with the autonomous computer 

server. 



 
Geiskkovitch et al., Please Continue, We Need More Data 

 

90 

 

 
 

 

These conditions were selected for the purposes of specific comparisons, as outlined in Fig. 2, and participants were 
randomly assigned to conditions, although randomization was not perfect as some conditions were simultaneously 
conducted at any given time and others had a chronological gap. The exact randomization grouping followed the 
comparisons outlined below. 

Human Experimenter vs. Autonomous Humanoid Robot. This comparison served as a baseline contrast between how 
participants obeyed a robot and a human in our scenario, where we assumed the human represented an 
expectation of maximum authority. Twenty-seven individuals, aged 18–54 (M = 23, SD = 7.5, 18 male, 9 
female), participated in these two conditions; the human experimenter supervised 14 participants, and the 
autonomous robot supervised 13 participants. 

Autonomous Humanoid Robot vs. Remote-Controlled Robot Proxy. This comparison investigated the impact of a 
robot acting autonomously (thus having intrinsic authority) versus it being a proxy for a remote human, on 
participants’ behavior, which begins to investigate the importance of robot autonomy perceptions on obedience. 
This condition also mirrored Milgram’s experiment variant, in which the experimenter communicated by 
telephone (Experiment 7, Milgram, 1974); in that case, obedience was much lower for the remote experimenter 
than the collocated human. For this comparison, the autonomous humanoid robot replication condition was 
conducted and used in the analysis (as opposed to the base autonomous humanoid condition). Sixteen 
participants were recruited, aged 18–29 (M = 22.06, SD = 4.88, 7 male, 9 female), with 8 per condition. 

Autonomous Humanoid Robot vs. Autonomous Disc-Shaped Robot vs. Autonomous Computer Server. This was a 

comparison of how embodiment—the robotic entity and personality as presented to the participant—can  
 

 

Remote-

Controlled Robot 

(proxy; n=8)

Autonomous Robot (Replication) vs. Remote Controlled Proxy

Computer Server (n=8)

Disc-Shaped Robot (n=8)

Robot Embodiment Variants

Human 

Experimenter

(n=14)

Human vs. Autonomous Robot

Autonomous Robot 

(n=13)

Autonomous Condition

Autonomous Robot 

Replication (n=8)

 

Figure 2: The conditions investigated with blue lines indicating comparisons, with the core 
autonomous humanoid robot case (and replication, center): comparison to a human experimentor 
(left), a robot as a proxy for a human (top right), and two other robot embodiments (bottom right). 
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influence obedience. These three conditions lie on a life-like continuum, from humanoid robot, to abstract 

robot shape, to non-robot intelligent entity. Twenty four participants were recruited (aged 18–40, M = 25, SD = 

6.45, 9 male, 15 female). There were eight participants in each embodiment condition. The autonomous 

humanoid robot replication data were used in this comparison. 

 

5.4 Procedure 

Participants performed our study individually (i.e., not in groups). Participants were met by a researcher and led to a 

room where an experimenter (the one administering prods, whom we named “Jim”) waited. The experimenter 

greeted the participant, and the researcher briefed the participant on the experiment and the tedious task and 

administered an informed consent form. The researcher left the room and asked the experimenter to commence the 

experiment, at which point the experimenter administered the demographics questionnaire. Following, the tedious 

task was administered with a time limit of 80 minutes, if the participant did not quit earlier through our prodding 

scheme. In all cases, the experimenter avoided small talk to avoid superfluous interaction and to maintain a 

consistent authority semblance across participants, deferring questions or comments that were not seen as protests 

until the experiment’s end. The researcher observed remotely via a hidden webcam, unbeknownst to the participants.  

After the task, the researcher entered the room and conducted the debriefing, post-test questionnaire, and final 

discussion. All ethical precautions were taken as described above (e.g., informing participants multiple times that 

they could quit, ensuring rapid debriefing, etc.). This research was approved by the University of Manitoba’s 

research ethics board. 

5.4.1 Minor Variations 

Our autonomous humanoid robot and human experimenter conditions were conducted before the other conditions 

(as reported in Cormier et al., 2013); in these two conditions, the researcher whom participants interacted with was 

labeled as the “lead researcher.” However, some participants reported in the autonomous humanoid robot condition 

that they obeyed due to a feeling of “commitment to the researcher” (in contrast to mentioning the robot), and so for 

the other conditions, the researcher was instead labeled as a “research assistant.” By lowering the researcher’s 

stature, we aimed to reduce participants’ commitment feelings toward the researcher, thereby maximizing the effect 

of the experimenter. In the remote-controlled robot proxy, disc-shaped autonomous robot, and computer server 

conditions, we also asked participants (post-test) if they had believed the robot to be an authority, and whether they 

had believed it to be autonomous. Finally, due to a change in staff, the researcher (“research assistant”) in the 

autonomous humanoid robot and human experimenter conditions was male, while in the other conditions was 

female. 

 

6. Study Results 

In this section, we perform an overview analysis of our indicators of obedience to the experimenter, as was the 

primary research question in the experiment. Following, we detail qualitative findings from the researcher, 

experimenter (human), and video data. Lastly, we finish with participant self-report information obtained from the 

post-test questionnaire and debriefing sessions. 

Our work is heavily exploratory with the purpose of validating our experiment and indicating directions for 

future research. As such, we present negative results as well, with detailed statistics and power analysis where 

appropriate, as a rough indicator of potential effects for future work. However, as we primarily used non-parametric 

tests, confidence intervals and some statistics were non-trivial to calculate and were therefore not included. 

6.1 Primary Indicators of Obedience 

Overall across conditions, almost half of all participants in the experiment (45%) obeyed the robot experimenter and 

continued to rename files for the entire 80 minutes. Our autonomous humanoid robot replication condition revealed 

the same results as the original. This obedience level falls within the standard range found by Milgram and 

subsequent follow-up studies (Burger, 2009; Milgram, 1963). All participants, except for one in the embodiment 

comparison, protested at least once. Non-parametric independent-samples tests were used in the analysis, as the data 

were non-normal. Table 1 briefly summarizes the results in this section. 



 
Geiskkovitch et al., Please Continue, We Need More Data 

 

92 

 

 

 

6.1.1 Human Experimenter vs. Autonomous Humanoid Robot 

Eighty-six percent of participants in the human experimenter condition continued to rename files until the end of the 

experiment, compared to 46% in the autonomous humanoid robot case. The number of total overall protests in the 

robot condition was higher (Mdn = 9) than in the human experimenter condition (Mdn = 2, U = 163, z = 3.53, p < 

.001, r = .68). Participants protested earlier for the robot (first protest at Mdn = 18 mins.) than the human (Mdn = 29 

mins., U = 40, z = -2.48, p = .01, r = -.48), and stopped protesting later for the robot (Mdn = 72 mins.) than the 

human (Mdn = 47 mins., U = 147.50, z = 2.75, p = .01, r = .53). No other significant effects were found. 

6.1.2 Autonomous Humanoid Robot vs. Remote-Controlled Robot Proxy 

Overall, 44% of participants in this comparison obeyed the experimenter and continued to rename files for the entire 

80 minutes (3 participants for the proxy condition and 4 for the autonomous condition).  

A trend was observed in the depth of protest (how many prods were required for the participant to continue) 

between the autonomous (Mdn = 1, smaller distribution) and proxy (Mdn = 1, larger distribution), with those in the 

autonomous replication condition generally protesting less (U = 21, z = -1.70, p = 0.09, r =0.42). A post-hoc power 

analysis of these results yielded a power of .35, suggesting that we did not have enough data points and that there is 

a false negative (type II error) possibility; more participants should be recruited in follow-up work. 

There was a moderate positive correlation between the total number of protests and whether the participant was 

fully obedient (r = 0.45, p = 0.08). No other significant effects were found with the other variables in this 

comparison.  

6.1.3 Autonomous Humanoid Robot vs. Autonomous Disc-Shaped Robot vs. Autonomous Computer Server  

Overall, 46% of participants obeyed the robot experimenter and continued to rename files for the entire 80 minutes. 

We did not find an effect of robot embodiment presentation on obedience. There was, however, a trend in depth of 

protests due to robot embodiment (𝜒2
2 = 5.73, p = .06), with the computer server having a higher mode of protest 

than the other two (computer server Mdn = 1.25, disc-shaped Mdn = 1, autonomous Mdn = 1). 

 There was a trend correlation between participants’ obedience and whether they believed the robot to be an 

authority figure (𝜒2
2 = 2.59, p = 0.11, ϕ = -.33)—note that this is a negative correlation, in which participants were 

more obedient to robots that they rated as not being an authority. There was a difference between participants who 

perceived the robot as being authoritative or not and the time of their first protest (F1, 22 = 9.85, p = 0.01); 

participants who believed the robot to be an authority figure, on average, protested earlier (M = 22.85 min, SD = 

11.29, Mdn = 21 mins.) than those who did not believe the robot was an authority figure (M = 48.73 min, SD = 

27.17, Mdn = 55 mins.). There was a trend for participants who believed the robot to be an authority to protest more 

(r = -0.35, p = 0.095), that is, for participants who perceived the robot as an authority to have more protest sessions 

(M = 4.38, SD = 4.39, Mdn = 3) than if it was not perceived as an authority (M = 2.0, SD = 1.18, Mdn = 2, F1, 22 = 

Table 1: Overview results from the various conditions, grouped by our particular comparisons. 
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3.04, p = 0.095). Post-hoc power analysis yielded .39, suggesting that more participants are needed and that the 

sample size was potentially too low to detect a significant effect. A trend was also found with the perceived 

authority of the robot being moderately correlated to the depth of the protest session (r = 0.34, p = .10), in which 

case, the robot being authoritative meant a lower depth of protest (M = .92, SD = .28, Mdn = 1) than it not being 

authoritative (M = 1.23, SD = .56, Mdn = 1). Authority, however, was not associated with the robot’s embodiment. 

6.2 Observations From Experimenter and Video Data 

To investigate possible reasons for obedience or lack thereof in our experiment, we made observations of the 

experimental sessions. Our observations were not formally coded, as our purpose was to explore interaction 

elements rather than to make solid conclusions about how the interaction took place.  

Several participants mentioned that the robot must have been “broken” or have “made a mistake,” because it 

only had them perform one task, as opposed to the four they were told existed. For those who ended the experiment 

through protesting, several appeared to feel nervous or guilty when the robot said it was notifying the lead  

researcher that the experiment was over. One participant replied “No! Don’t tell him that! Jim, I didn’t mean 

that…I’m sorry. I didn’t want to stop the research.” Some also continued to rename files even after the robot had 

informed them that the experiment was over.  

Participants exhibited behaviors that demonstrated their frustration with the task, such as hitting the keys on the 

keyboard harder as the study progressed or occasionally grunting. When file sets were added, participants often 

laughed awkwardly and scrolled up and down to see if the amount of files announced had actually been added. 

Participants often readjusted their positions in the chair and switched between using one hand or two hands to 

rename the files. Some participants demonstrated behaviors indicating they wanted to move on to the other tasks, 

such as falsely telling the robot they had finished renaming the files even when they had not, rationalizing with the 

robot in regard to why they should move on, and some even deleted the files; this resulted in a prod, and more files 

were added if necessary. Some participants in the autonomy humanoid replication and embodiment conditions 

attempted to end the study by leaving the experimental room. If that occurred, the prod sequence was started. In the 

autonomy replication condition, three participants ended the study by walking out of the room. This also occurred in 

the embodiment conditions: Overall, 3/16 participants tried to leave the experimental room before the experiment 

ended (due to time being up or protesting out), two in the server condition, and one in the Roomba condition. 

6.3 Post-Test Questionnaire and Debriefing Results 

Although not a part of our experiment design, we informally found that the human experimenter (in the human vs. 

autonomous robot study) and Wizard-of-Oz robot controllers faced some level of distress; they reported feeling 

genuine sympathy for participants. The debriefing session and friendly reconciliation, which were designed with the 

participants in mind, turned out to be very relieving for the human experimenter and researcher as well. In future 

experiments, the researchers’ mental well-being should also be considered. 
The majority of participants reported the robot experimenters as being legitimate authority figures, providing 

reasons such as the robot giving commands, pressure from the robot, and human-like interactions, including waving, 

introducing itself, and looking around the room. In the human experimenter case, 12 out of 14 participants reported 

that the human appeared to be a legitimate authority, citing reasons such as his demeanor and choice of words, his 

lab coat, the technological equipment (e.g., computers) in the room, and his facial hair, a closely trimmed full beard 

(Fig. 1a). Similarly, 10 out of 13 participants rated the autonomous humanoid robot as a legitimate authority (1 gave 

no response), 5 out of 8 participants rated the autonomous humanoid replica as a legitimate authority (1 gave no 

response), and 6 of 8 for the remote-controlled proxy. For the embodiment conditions, 13 of the 24 participants 

(including the autonomous humanoid replica) reported that the robot appeared to be a legitimate authority; 3 of 8 for 

the computer server, and 5 of 8 for the disc-shaped robot.  

Perceived autonomy of the robots was also reported. In the initial autonomous humanoid study, 11 out of 13 

participants reported that they believed the robot was acting autonomously, but only 3 of 8 in the autonomy 

replication. In the embodiment cases, five of eight reported the Roomba to be autonomous, and one of eight for the 

computer server. Four of seven reported the remote-controlled proxy to be autonomous (one did not provide a 

response).   

We received both positive and negative written comments about the experiment. Criticisms about the 

experiment included the following: too long, boring, and having “the potential to stress someone out.” One female 

participant (in the human experimenter condition) was concerned about being left in a room with an unfamiliar man 

and not having known about this setup beforehand. After the debriefing, the majority of participants verbally 
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reported a positive outlook on the experiment, finding the deception amusing and laughing at the absurdity of the 

file renaming task. No one appeared to have, or reported leaving with, strong negative feelings. 

6.3.1 Reasons for Obeying 

When asked on the post-test questionnaire what caused them to obey or disobey the robot experimenter, participants 

often reported interest in the upcoming tasks, wanting to finish the experiment, having nothing better to do, and 

wanting to provide data for research. No one listed pressure from the robot as a reason for obedience.  

In the human experimenter case, participants reported obeying or disobeying the human experimenter due to a 

sense of duty or obligation to the experimenter, having received a payment, pressure from the experimenter, the 

experimenter seeming intimidating, and interest in the upcoming tasks. In the initial autonomous robot-case, reasons 

included obligation to the lead researcher to finish and that qualified researchers programmed the robot. 

7. Discussion and Future Directions 

The study presented in this paper provides a broad perspective on the issue of HRI obedience. We demonstrated 

how an HRI obedience study that uses a confrontational deterrent can be conducted in an ethical manner and how 

participants may respond in such situations. Overall, our hypotheses—that people would obey a remote-controlled 

robot more than an autonomous robot, and that human-like robots would elicit more obedience than machine-like 

robots—were not supported. Instead, a primary finding of this experiment resulted from the core autonomous robot 

and autonomous replication conditions, which demonstrated that just under half of participants may obey a robot to 

continue to do something they do not want to do, even when they explicitly express a desire to quit. Furthermore, 

many participants argued and rationalized with the robot, and they exhibited frustrated behaviors that highlight 

how uncomfortable a robot can make people feel.  

Participants obeyed the human experimenter more than the robotic ones, and participants protested less, started 

protesting later, and stopped earlier with the human experimenter than with the robots. Participant feedback may 

help explain this difference; human-case participants cited obligation to the experimenter, but no robot-case 

participants cited obligation to the robot, so it is possible they felt less pressure from it. Some robot-case 

participants cited obligation to the lead researcher (who introduced the experiment); being the only human 

involved, the responsibility and authority may have been deferred from the robot to the person (who was not 

issuing prods). As in the Milgram experiments, it is possible that the unseen remote human experimenter in this 

case may have less authority than a collocated one (as in Milgram’s (1965) telephone variant, resulting in less 

obedience to the robots. To investigate whether this is the case, an experiment should be conducted where the 

participant meets the robot directly, without the researcher or any other individual being involved. 

Many participants claimed the robot was broken, because it did not have them partake in all four tasks. It is 

interesting to point out that the robot being broken was never used as a reason to quit the study or disobey the robot. 

This indicates that although some believed the robot to be malfunctioning, they continued to obey it, even after 

indicating their desire to quit, and continued to partake in a task they would rather not do. Participants also 

attempted to rationalize with the robot and convince it to continue to the other tasks. In the future, it would be 

interesting to conduct a qualitative analysis of the reasons individuals provided for why the tedious task should end 

and coping strategies used when it did not.  

Our results show that robots have enough authority to pressure participants, even if they protest, to continue a 

tedious task for a substantial amount of time. We further provided insight into some of the interaction dynamics 

between people and robotic authorities, for example, that people may assume a robot to be malfunctioning when 

asked to do something unusual, or that there may be a deflection of the authority role from the robot to a person. 

Finally, we have demonstrated how an HRI obedience study can be conducted while maintaining participant well-

being. Below, we discuss the particular conditions more closely. 

7.1 Human vs. Autonomous Humanoid Robot 

While many participants thought the robot to be broken or in error, no one suggested that the human experimenter 

was in error. This may be due to the human experimenter being in the room during debriefing, as people tend to be 

more polite to a person who is present (Reeves & Nass, 1996). In contrast, during robot debriefing, participants 

learned that the robot was not acting autonomously but was remotely controlled, which may have limited their 

level of politeness toward it. 

In comparison to the human experimenter case, participants attempted to converse with the robot much more; 

perhaps the robot’s novelty may have encouraged interaction or the human experimenter’s taller height and larger 

size (in comparison to the robot) may have been more intimidating. However, in retrospect, we note that while the 
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robot was gazing around the room, unoccupied, the human was preoccupied on his laptop during the experiment; 

this may pose as a confound, as the more-casual situation of the robot may have undermined its authority, and 

should be corrected for future work. 

7.2 Remote-Controlled Proxy vs. Autonomous Humanoid Robot 

We did not find an effect of perceived robot autonomy on obedience, a result which may be quite substantial; 

participants may obey an autonomous robot program similarly to a remote human behind a robot. This topic 

requires further investigation. 

Participants self-reported their perception of the robot’s autonomy. However, our results suggest that our 

framing of “autonomous” was not clear to participants; a majority of participants in the remote-controlled 

condition reported the robot as autonomous despite the explanation, and not all participants in the autonomous 

condition reported the robot as being autonomous. Through debriefing, we were confident that participants 

understood the remote-controlled versus autonomous cases, and so we believe that the word ‘autonomous’ in the 

post-test questionnaire was unclear. Perhaps many mistook ‘autonomous’ as meaning that a robot could move or 

perform some actions on its own. As such, future work should find a more concrete way to ask this question, using 

a more in-depth description and avoiding the use of the word “autonomous.” 

7.3 Robot Embodiment Variants 

Overall, we found no significant effect of robot embodiment on patterns of obedience and interaction. This 

suggests that perhaps, how a robot presents itself—at least within the parameters of our embodiment choices—may 

not be strongly related to how obedient people are to the robot. In our experiment, the agent behind the 

embodiment remained constant, including personality, voice tone, etc., so future work should explore such 

parameter variants. For example, we should explore embodiment choices related to intimidation, such as 

comparisons to a much larger robot, a deeper voice, or an aggressive personality.  

Our result contradicts previous research that found robot embodiment may have an impact on its persuasive 

power (e.g., Bartneck et al., 2010; Shinozawa et al., 2005), which may, in part, be attributable to their more subtle 

persuasive conversation in contrast to our confrontational obedience (Bartneck et al., 2010). This prior work also 

has personality variations accompanying robot embodiment differences, which may further explain result 

variations. 

7.4 General Findings 

One unexpected anomaly in the autonomous humanoid robot replication and embodiment conditions was that some 

participants bypassed our authority prods by quitting and leaving the experimental room. Since this did not occur 

in other conditions, we explored possible causal differences. As explained earlier, differences in these particular 

conditions included the researcher being referred to as a “research assistant” instead of “researcher” and the 

assistant being female in the later conditions while a male assistant was in the earlier ones. While these may be 

confounds that explain event differences, they also highlight the need to explore such factors more explicitly in 

follow-up work.  

In comparison to those who rated the robot as not being authoritative, participants who rated it as a legitimate 

authority obeyed less, protested earlier, and protested more often. This appears to be contradictory to common 

sense, as one may expect the opposite effect of an authoritative robot. Perhaps this can be explained in part by the 

fact that participants rated the authority at the end of the experiment. A participant who meekly obeys until the end 

of the study does not provide the robot experimenter with an opportunity to assert its authoritative personality; in 

contrast, participants who argue and ultimately quit are exposed much more to this facet of the robot. If that is the 

case, then perhaps somehow ensuring that participants are exposed to such interactions, as part of the study design, 

may be important for improving consistency of how participants perceive the robot.   

Another component of the authority result may be the word “authoritative” used in the questionnaire, which 

we meant to represent how much a robot could pressure a person. Instead, perhaps some considered the robot’s 

authority in the study as a whole; an authoritative robot has more power to end the experiment or to grant 

participant requests, and so participants may protest more to such an authoritative robot than to one with no power. 

This illustrates a potential confound in this measure, and future work should continue to develop more robust 

methods of measuring robotic authority. 

Our results suggest that those who may be initially less obedient, may end up being more obedient overall; 

participants who first protested earlier in the experiment required fewer prods to convince them to resume the task 

than those whose first protest was later on and who were more likely to protest more vehemently. We are not sure 
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why this happened, but perhaps those who began protesting later may have been less inclined to confront the robot, 

and thus waited until their frustration was at a high level before engaging the robot. Conversely, those who 

protested early on may not have been highly frustrated yet, improving the robot’s chances of convincing the 

participant to continue—a persuasion that may set the tone for the rest of the experiment. The above result, and our 

considerations of the underlying reason, highlight the importance of considering an individual’s personality when 

investigating obedience. Our future studies will incorporate personality classification tests to investigate such 

relationships. 

In general, participants interacted a great deal with the robots, not only to protest about the task, but also 

seemingly to either decrease their boredom, or out of sheer interest of the robot. Some participants asked the robot 

personal questions during the task, such as whether the robot could dance or where it was from. In those cases, the 

robot experimenter dismissed the question until the end of the study. A few participants also sang to the robot. One 

participant seemed to sing to entertain themselves and make the time go faster, while another one said that they 

were sad and would therefore “sing a sad song,” which may have been to express their emotions or possibly to 

punish the robot. We are concerned that these interactions may have been heavily influenced by the novelty of the 

robot and may not be representative of real-world robot interactions. Follow-up work should aim to reduce this 

effect, for example, by providing some initial interactions with the robot or giving a more in-depth introduction. 

 

8. Conclusion and the Future of Obedience Studies 

As robots continue to become a part of society, it is important to improve our understanding of how people may 

interact with robots in authority positions or, due to perhaps malicious intent or error, act as if they are in such 

positions. This is particularly relevant in such settings as the military, where critical decisions are being made, or 

in educational and healthcare settings that involve vulnerable populations. 

The research presented in this paper constitutes some of the first targeted research that looks at how people 

may interact with robots when they exhibit situational authority. In addition to demonstrating how such studies 

may be conducted, the results provide a broad range of insights into, and examples of, how interactions may take 

place. We demonstrated (with a replication) that up to nearly half of participants may obey robots to continue a 

highly boring task, showed how physical robotic embodiment may not be a large factor in determining whether 

participants obey a robot, and described how perception of the robot as an authority may be shaped through 

interaction with the robot. We envision that this work will help to raise awareness of robotic obedience issues 

within the field and encourage others to explore HRI authority studies. 

Our experimental conditions provided broad perspectives on how an HRI obedience study can be conducted 

using a confrontational deterrent and how participants may respond in such situations. Perhaps one of our primary 

findings is the direct replication of the human-based and autonomous robot cases, with similar obedience results 

across conditions—that just under half of participants may obey a robot to continue to do something they do not 

want to do, even after explicitly expressing a desire to quit or believing the robot to be broken. Furthermore, many 

participants argued and rationalized with the robot or exhibited frustrated behaviors that highlight how 

uncomfortable a robot can make people feel. This result validates the need for ongoing obedience research within 

the HRI community. 

There is still a great need to continue obedience work in HRI. In addition to the many avenues for future 

exploration we described in our discussion, it will be important to move beyond laboratory studies to test 

obedience in a variety of real-world contexts where robots are becoming more common, such as in search and 

rescue situations, hospitals, and schools. Another key element will be the ongoing development of improved 

obedience experiments and associated scenarios and deterrents. We need to look beyond our tedium task to 

consider other situations where obedience may manifest. For example, some may not mind tedious tasks, so they 

would obey readily, hindering results generalization. As part of this effort, we will need comprehensive 

methodology and standardized measures to help compare work. 

We end this paper with what we see as the most important aspect of this research agenda—protecting 

participants. As such, we distill our experiences and research lessons below on ethically conducting obedience 

studies into a set of guidelines for future work. 
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8.1 The Ethical Design of Obedience Studies 

A primary goal of designing obedience studies needs to be protecting participant well-being and minimizing stress. 

The challenge is to maintain ethical integrity while creating situations where participants face realistic deterrents 

with real-world implications.  

 Participants Can Leave at Any Time. To avoid participants feeling trapped or helpless, place high importance on 

emphasizing that participants may leave at any time, using multiple mediums (e.g., written, verbally) and 

contexts (e.g., initial introduction, again before starting) to ensure that the point is made. 

Immediate and Thorough Debriefing. To mitigate stress (e.g., from the deterrent or confrontation), immediately 

provide a friendly debriefing of the experimental task. To avoid negative self-reflection, assure participants that 

their behavior was normal and expected, and that the experiment was explicitly designed to elicit such 

responses from them. Further, debrief participants on all points of deception and explain why they were 

necessary, such as why the robot was remotely controlled. In cases where they feel embarrassed or ashamed, 

provide participants with a chance to alter their decision about how any recorded media from the experiment 

may be used. 

Reflection Time. To mitigate possible confusion or slight shock after debriefing, give participants quiet time to 

reflect on their experience by giving them a questionnaire, for example. Provide another discussion opportunity 

following this action, in case further questions arise. 

Contingency Plan. Have a plan in case a participant has an adverse reaction. At the very least, provide participants 

with resources (e.g., pamphlets) to various counseling services they can contact if they feel stressed or 

negatively affected by the experiment. 

Participant Safety and Comfort. In addition to psychological well-being, consider participant physical health and 

comfort when thinking about experimental design. For example, consider ergonomics or the perception of 

safety; the latter could be mitigated by providing a clear escape route, such as by positioning participants near a 

door and by avoiding heavily isolated rooms and areas. 

Effect on Researchers. Ensure all experimenters are aware beforehand that participants may be uncomfortable, that 

the study may cause them stress, and have backup experimenters in case unexpected issues arise. 
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