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Abstract—Social robots are being designed to use human-like 
communication techniques, including body language, social sig-
nals, and empathy, to work effectively with people. Just as between 
people, some robots learn about people and adapt to them. In this 
paper we present one such robot design: we developed Sam, a ro-
bot that learns minimal information about a person’s back-
ground, and adapts to this background. Our in-the-wild study 
found that people helped Sam for significantly longer when it 
adapted to match their background. While initially we saw this as 
a success, in re-considering our study we started seeing a different 
angle. Our robot effectively deceived people (changed its story and 
text), based on some knowledge of their background, to get more 
work from them. There was little direct benefit to the person from 
this adaptation, yet the robot stood to gain free labor. We would 
like to pose the question to the community: is this simply good ro-
bot design, or, is our robot being manipulative? Where does the 
ethical line lay between a robot leveraging social techniques to im-
prove interaction, and the more negative framing of a robot or al-
gorithm taking advantage of people? How can we decide what is 
good here, and what is less desirable?  
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I. INTRODUCTION  
Robots can nowadays be found in public spaces such as airports, 
shopping malls, museums, or hospitals, where they interact with 
the general public. In these contexts, robots are commonly 
designed to leverage people’s existing social interaction skills. 
These social robots often have anthropomorphic or zoomorphic 
designs and use human-like gestures, speech, and behaviors to 
interact with people [70]. This can be quite positive, as social 
interaction is fundamental for user comfort [19] and, if done 
well, can help a robot be easy to understand [28]. There are also 
potentially negative cases, such as social robots designed to 
make a person feel bad [55], or persuasive robots that leverage 
social interaction to pressure people to do things they may rather 
not do or may not be in their best interest [5,12,21,47]. In many 
cases, however, it is not clear where a social robot interaction 
design falls on this spectrum. 

In this paper, we present a case study from our own work which 
we believe brings up a discussion on some of the ethical impli-
cations of social robot interaction design. We designed, 
implemented, and deployed a robot (named Sam) in-the-wild. 
Sam uses a simplistic cultural model to adapt to users, where it 
asks a simple question and then uses a targeted script (back-
story, motivations, word choices, etc.) based on where the 

participant is originally from. Sam asks people to help it with a 
task, which continues indefinitely until the person elects to quit. 
We note that the task is not enjoyable and there is no direct 
benefit to the person. Our study results found that participants 
helped Sam for ~30% longer when Sam matched participants 
using its culture-based model (average 5min 34sec), in 
comparison to when Sam mismatched (average 4min 22sec). 
Thus, from asking only a single question of participants and 
simply changing a script, our robot was able to get people to help 
it for significantly longer. Our express design goal with Sam was 
to leverage minimal knowledge of user background to improve 
interaction with them. 

On the one hand, our work provides a novel, simple-to-
implement social interaction technique that can help robots in 
the wild be more effective at getting their task done. On the other 
hand, in retrospect we considered that perhaps this is an 
illustrative example of just how easy it is for a robot to 
manipulate people: simply by changing a script to match people 
(effectively, lying about its motivation and group relations), our 
robot gained more free labor from unsuspecting people. In 
looking back at our study, we ourselves have struggled with this 
question, of whether Sam is simply good effective social robot 
design, or whether it is being devious. 

Stepping back, this work has caused us to more broadly consider 
the question of social robotics in general. Where is the line 
between a robot leveraging, e.g., a smile to be helpful and create 

Fig. 1. Participants interacting with Sam in a public space at our university. 
Sam adapts to the user’s background to get people to help it for longer. 



comfort, or a carefully-timed calculating smile to manipulate 
and take advantage of people? Or are both okay?  

In our exploration we aim for practical considerations and 
questions facing roboticists in their daily work designing and 
deploying social robots. We present our novel adaptive robot 
design as a case study that brings up a larger problem in HRI, 
which is the ethics of using social interaction techniques to 
change human mood and behavior. We invite the reader to 
consider whether they would feel comfortable with our design 
(and more advanced versions) in public spaces. We hope that 
this process will generate discussion and debates within the 
community, and finish the paper with a series of pragmatic 
discussion points emerging from our work, to serve as a 
springboard for this conversation. 

II. RELATED WORK 
It has been well established in the literature that social robots can 
be potentially used for the detriment of people. Some robots are 
purposefully designed in both appearance and behavior to exert 
power over people, for example being placed in a position of 
authority [5], or by giving commands [21]. Such robots can 
employ manipulative or coercive social behavior to pressure 
people to comply to requests that may be uncomfortable or not 
in their best interests [5,21]. This behavior can be fairly subtle, 
such as robots designed to build emotional bonds, only to exploit 
them for security gains [15]. A related recent study illustrated 
how a robot, disguised as a food delivery bot, persuaded people 
to let it gain access to a secure facility [12]. Here the undesirable, 
perhaps nefarious application of social robots is quite evident in 
the examples: robots can use social interaction techniques to 
manipulate, pressure, and even trick people into doing things 
which are not in their best interests. Our robot Sam, is much 
more nuanced, and serves as an exemplar of robot techniques 
which are not so easily categorized in a negative fashion. 

There are many such robots and techniques. For example, some 
designs aim to use social interaction techniques to modify 
human behavior for an ostensibly desirable goal, such as to 
encourage energy savings [41] or to support health management 
[37,38]. Robots as team members can purposefully shape and 
influence social dynamics in a group, and between human team 
members, to improve team effectiveness [33,53]. In these cases, 
it is easy to position the techniques in a positive light as good 
interaction design. However, we raise the question of whether it 
is indeed okay for a robot to be programmed to algorithmically 
manipulate and modify a person’s behavior and their 
interactions with others, especially if the person involved is not 
aware of this robot goal. As demonstrated by our own project, 
such techniques can easily be used to the benefit of the robot, 
only, and not the user.   

A key area of social robotics in this regard is their ability to 
induce emotional reactions in people, often through mechanisms 
relating to empathy. For example, a robot can concoct a scenario 
to make people feel bad on purpose [55], and can leverage this 
for its own goals, such as to discourage people from turning it 
off by begging [6], or even inducing empathy to appear more 
useful or increase peoples’ willingness to use them [62]. 
Research has shown how people experience strong negative 
physiological reactions when seeing a robot hurt or abused 

[48,61]. People also experience positive reactions, for example, 
the Paro baby seal robot can help calm people and create a 
positive experience. [58] 

This reaction, to respond and relate to apparent emotion in a 
robot, appears to be quite natural and even occurs in children. 
For example, children may adjust how they talk to a machine to 
avoid hurting its feelings, and their relationship with a robot can 
impact their self-confidence [63,64]. Emotional reactions may 
also be difficult to avoid, as even in professional contexts where 
people are well-trained, such as in the military, people 
experience empathy toward robots that shapes their relationships 
with them and impacts how they are used [20]. Empathy is 
commonly used in social robot design due to its effectiveness. 
In our work, we aim to leverage culturally-matched speech to 
increase empathy for the robot. However, in reflection we pose 
the question of whether it is acceptable for a robot to 
purposefully shape human mood and behavior.  

Many have considered this broader question of the ethics 
surrounding social robotics techniques. This follows an 
established inquiry of “dark” interactions [22], where usability 
principles can be leveraged for the detriment of a user (and 
perhaps the benefit of a company or stakeholder). In robotics, 
negative uses of social robots has been coined “psychological 
attacks” [15,47], relating socially manipulative behavior to 
literature in security. We feel that our robot Sam is an important 
contribution to this space as an arguable case (as “dark”, or not) 
that serves as an anchor point emphasizing just how nuanced and 
complex the issue of ethics surrounding social robots is. 

There has also been reflection from the higher level, such as 
regarding the ethics surrounding having “inauthentic” social 
robots care for our children [63]; for example, children may be 
cruel to social robots without natural consequences typical when 
they are cruel to other people or animals. Similarly, people may 
develop inauthentic relationships with social care robots, which 
do not actually reciprocate caring and are only programmed to 
do so [56,65]. Sam falls clearly within this space, as it uses fake 
stories to build culture-targeted comradery, resulting in people 
helping it for a longer duration of time. 

In the next component of this paper, we present our novel HRI 
robot design and experiment. We invite the reader to consider 
whether this is just effective interaction design or if our robot is 
manipulative, and what we as a community want to say about 
such robots. We then present a series of discussion points that 
we pose to the community surrounding this issue. 

III. SAM: ADAPTING TO USERS TO GET MORE HELP FROM THEM 
We designed and implemented Sam, an in-the-wild robot that 
gleans knowledge of a person’s cultural background, and uses 
this to decide how to interact with the person. Sam is an inverted 
pendulum robot with a computer-animated robotic face (Fig. 1), 
a unisex (mid-register) synthesized voice, and a unisex name. 
Sam’s purpose is to enter public areas, engage in conversations 
with passersby and ask them to help it with a task. If someone 
agrees to help, Sam asks the person some basic questions, and 
then uses their answers to change its script to match their cultural 
background. The goal of this design is to be more relatable to 
people, to increase their empathy, and to encourage them to help 
the robot for a longer time. 



We first present Sam, and the results from our study, and follow 
with our analysis on whether Sam’s actions are acceptable. We 
do this on purpose, to present the work in a neutral fashion typ-
ical to human-robot interaction studies papers. However, we ask 
the reader to consider as they read the implications of Sam’s in-
teraction design and behavior. 

A. Motivation and Approach 
In human-human interaction, it is common for individuals to 
change how they communicate with others according to age, 
social rank, mood or the context of the interaction [4]. For 
example, when interacting with children, people tend to use 
simpler and friendly words, and to stoop down while talking. 
People also accommodate social norms of the country they are 
visiting; for instance, an American might bow instead of giving 
a handshake while in Japan. In a highly multi-cultural 
environment, such as a university campus, we may find 
ourselves adapting to language ability, cultural expectations, and 
religion, on a regular basis. People typically adapt to improve 
the quality of the interaction, for example, to be more liked, to 
avoid offending people, or to communicate more clearly. Fur-
ther, even without adaption people tend to feel more positive ties 
and connections to people they view as similar to themselves 
(called homophily [40]). We note that robots likewise can 
change their communication style while interacting with people 
for similar goals. 

We hypothesize that, in a multicultural environment (such as a 
university campus, or an airport), a robot that adapts to the 
cultural background of users may be able to be more effective in 
working with them. Specifically, we investigate the effects of a 
robot adapting to people’s background on how willing passersby 
are to help the robot with a menial task. 

B. Simple cultural Model 
Culture can be defined as the attitudes and social norms common 
to a group of people [72]. It underlies various aspects of our 
social behaviors, affects our reasoning style [32], and shapes 
what we deem appropriate in our interactions with others. 
Culture varies wildly across the world and between social 
groups, and is recognized as a key variable in understanding 
social behavior [10,39]. 

The idea of culture is broadly encompassing and thus it can be 
difficult to succinctly define. Researchers have proposed a range 
of models and theories that break down various components of 
culture (e.g., see [14,25,30,60]). One prominent model is 
Hofstede’s 6-D model of national cultures that focuses on social 
values, with six dimensions for description and analysis [30]: 
power distance, uncertainty avoidance, individualism versus 
collectivism, masculinity versus femininity, long versus short 
term orientation, and indulgence versus restraint. This model 
established baselines for describing cultures around the world 
using these dimensions. We base our work on this model to 
coarsely differentiate national cultures. 

We narrow our focus to the individualism dimension for our 
work, in part as it has some of the strongest data support [31], 
but also as it is relatively easy to employ: the individualism 
dimension ranks national cultures on a continuum from 
individualist to collectivist, with countries being chiefly 

individualist or collectivist [30] (with few in between). This 
dimension draws geographical distinctions, with North 
American and European countries having higher individualism 
scores, and Asian, African and South American countries having 
lower scores (thus, being more collectivist). For example, the 
individualism score for United States is 91, while it is only 13 
for Columbia and 6 for Guatemala [29]. While we accept that 
this is only a coarse-grained classification, a robot could 
categorize a person’s back-ground as individualist or collectivist 
by finding out which country’s culture they identify with. 

In individualistic cultures people generally prefer to act on their 
own rather than as a group, directly protecting their own 
interests [24]. In contrast, people in collectivist cultures prefer 
to integrate into groups and mutually supportive relationships, 
where they support the group which in turn group protects them. 
Individualist societies tend to have looser in-group ties and form 
smaller groups, typically closely associating with immediate 
family members and few others, while individuals in collectivist 
society are expected to offer support to their extended family 
members when they face difficulties [24]. Independence is 
typically valued more in individualist societies while 
collectivists value interdependence more. [24] 

Cultural background tends to influence communication style 
preferences [23], which correlate well with individualism: 
collectivist cultures tend to prefer implicit and indirect 
communication, and to avoid conflict, whereas individualist 
cultures prefer explicit and direct communication. [24] 

Thus, a broad-brush culturally adaptive robot could first learn 
about which country a person is from, and then roughly 
categorize them as individualist or collectivist. Following, the 
robot could use language, back story, and communication styles 
more common to those cultural backgrounds, in an attempt to 
generate empathy and improve sense of relating to the robot. 

Culture, in general, has been broadly studied in HRI. Work 
includes investigating attitudes toward robots across cultures 
(e.g., [8,27,42–44,46]), and uncovering culture-specific 
expectations and design preferences [35,36,45]. A person’s 
culture impacts how their interactions with a robot unfold (e.g., 
[11,50,67,68]), for example, a person’s culture can determine 
how a robot’s communication style impacts credibility [49], or 
how they rate a robot’s social acceptance, likeability and 
trustworthiness [3,42]. Furthermore, similar to people, the robot 
itself can act differently in different cultures, to impact how it is 
perceived [27,35] and how much people trust its opinion [3,67]. 
We build on this body of work by creating a robot that leverages 
knowledge of culture in the wild in an attempt to impact how 
much people help it. 

C. Interaction Design: an In-the-wild Robot 
While the majority of social HRI research has been carried out 
in a traditional lab setting [9], the merits of conducting 
experiments in ecologically valid, in-the-wild contexts are being 
increasingly recognized [34,52]. We can expect people to act 
differently in a natural setting compared to in-the-lab setting, 
and robot behavior to be more realistic in noisy real-world 
spaces. Recent studies have investigated interaction in pubic 
spaces including rural areas [16], shopping malls [1], cafés [2], 



and classrooms [66,69]. As such, we aim for our robot to interact 
with people naturally in a public setting.  

Sam interacts verbally: it speaks to people and listens to their 
answers. It uses on-screen text to give instructions, but people 
answer verbally and never touch the robot or screen. Sam’s only 
physical interaction is to approach people and maintain an 
interaction distance of ~1m. Sam has a narrow interaction tree: 
if participants change the topic, for example, by asking questions 
about the robot or making jokes, Sam simply states that it does 
not understand and re-iterates its last statement or question. As 
such, Sam has only minimal intelligence and follows a simple 
interactive behavior. 

Sam initiates interaction by approaching a person passing by and 
verbally asking for help. If they agree, Sam starts by asking a 
few questions that it uses to culturally profile the person, and 
then proceeds to tell a quick backstory that highlights the robot’s 
purposes and goals. Sam’s stated purpose is to get help from 
people to improve its capabilities. We use a backstory to help 
encourage engagement and believability [59]. Sam then asks the 
person to help it and continues asking for help indefinitely. If at 
any point the person indicates that they want to leave (e.g., 
verbally, or by just leaving), Sam pleas for them to continue.  

1) Task 
Sam’s self-stated goal is to get help from passersby to improve 
its capabilities. We selected image labelling, where the robot 
shows an image with a caption to the person and asks a question 
about its content, instructing them to answer verbally (“yes”, 
“no”, or “skip”, Fig. 2).  

We selected this as an easy task that people may understand to 
be difficult for a robot, particularly as many cases could be easily 
seen as a tricky (but still reasonable for a person). We compiled 
a database of about 2000 images to be labeled (from 
crowdsource.google.com), filtered for appropriateness and 
shuffled to prevent duplicates and for improved believability 
(i.e., to avoid seeing repeated cases between people). 

2) Identifying Participant Culture 
Sam attempts to identify a person’s culture by asking them. 
However, to mask the question’s purpose, the inquiry is situated 
within other questions (see the Questions panel of Table 1), 
framed simply as Sam wanting to learn about the person. We 

carefully considered the phrasing of this question. Given the 
multi-cultural nature of the university environment in Canada 
we could not ask where people were born, as they may have 
immigrated as a child, or where they have lived longest or in the 
recent years, as they may have attended international schools. 
Automated visual processing is challenging given the diverse 
phenotypes and clothing common in Canada. Asking people’s 
own opinions on their cultural identity was a compromise that 
would help us generally classify people according to their 
cultural background. 

Sam references a published corpus of how countries rank on the 
individualism dimension [29] and classifies a participant as 
being individualist if their cultural score is higher than 50 (on a 
100 scale), and collectivist otherwise. As explained earlier, most 
cultures are predominantly collectivist or individualist.  

3) Manipulation: Interaction scripts 
Sam changes its script to align with people’s culture to 
encourage them to relate to it and increase empathy, to 
ultimately get more help from the person. Once Sam infers 
background it selects either a collectivist or individualist script 
for the rest of the interaction to match the person. We designed 
these scripts in collaboration with an academic linguist, and 
balanced script timing, length, and variety. The full script is in 
Table 1, based on prior work. [54] 

The individualist script emphasizes independence. For example, 
in the backstory Sam claims it needs help to become “more 
independent from others”. During interaction, Sam says things 
like “your answers help me stand on my own feet!” When the 
person tries to end interaction, Sam’s pleas include things such 
as “but how do I become independent without your help?”. 

In the collectivist script Sam emphasizes interdependence. For 
example, in the backstory Sam states that it needs help to be a 
more useful member of its team. During interaction, Sam says 
things like “Thank you! Your answers help me be more useful 
in my team.” Sam pleas with people trying to end interaction by 
saying things such as “But how do I make my team proud 
without your help?” 

4) Implementation 
Sam is a Double telepresence robot with an Apple iPad Air 2 for 
a face. Sam is remotely operated using the Wizard of Oz method 
[51], although people are led to believe it is autonomous. 

IV. IN-THE-WILD EXPERIMENT 
We conducted a between-subjects, in-the-wild experiment to 
explore the effects of a robot changing its script based on a 
passerby’s culture on how long a person is willing to help the 
robot. As a base case we contrasted matching participant culture 
against intentionally mismatching it. We decided against 
attempting a culturally neutral condition given the difficulty 
with crafting culturally-neutral language.  

The primary factor of our study was cultural matching, with two 
levels: culturally-matched (e.g., Sam used individualist script to 
interact with an individualist participant), and culturally-
mismatched (e.g., Sam used individualist script to interact with 
a collectivist participant). 

Fig. 2. Example of an image labeling question – Sam’s face disappears 
during the task. Note the question at the top: “does this image contain 
poster(s)? (Yes, no or skip)”. 



We used Sam’s never-ending image labelling task to measure 
the impact of our manipulation. As this task is not likely 
rewarding for participants, we do not expect them to be 
intrinsically motivated to continue the task for long. We 
hypothesize that participants will relate better to Sam in the 
culturally-matched case and as such, will help it for longer, than 
in the culturally-mismatched case. 

A. Procedure 
We placed Sam in a public space at our local university, where 
it wandered around and approached passersby, attempting to 
engage interaction (Fig. 1). Sam kept a distance from the 
researcher and the camera (about 20 meters, Fig. 3), for a more 
ecologically valid interaction; we hoped people felt less 
monitored this way. We posted signs in the area, and pamphlets 
on Sam, to ensure people knew that a study was taking place and 
how to contact the researchers if they had questions.  

Sam engaged and interacted with people as detailed in Section 
3. Once a participant self-identified culture, Sam would match 
or mismatch randomly (near the end, Sam would try to balance 
the number of matched cases to the mismatched ones). We 
considered a person to be a participant if they engaged Sam long 
enough to answer at least one image-labelling question.  

Table 1. Sam’s full interaction script: common text is in the center, with the collectivist and individualist variants side by side. 

 Collectivist               Both Individualist 

 Intro 

Hi there! Can we talk? 
I am Sam. What is your name? 

I am here to improve my algorithms and communication skills.  Q
uestions 

Can I ask a few questions about you, first? 
Are you currently a student? 

Which country's culture do you identify closest to? 
What is your favorite color? 

 Backstory 

Well, I am a member of the human-robot interaction team of our univer-
sity. 

Well, I am one of the first robots that is allowed to go around the univer-
sity! 

Our team is one of the first teams to put a robot around our university. 
Have you ever heard of us? 

I don't like to constantly ask for help from others in the lab. You know 
how that feels? 

Anyway, I am letting my team down by not knowing the answers to some 
questions, so I decided to improve my algorithms by volunteering for this 

experiment. Would you help me? 

Anyway, I want to be independent from others, so I decided to improve 
my algorithms by volunteering for this experiment. Would you help me? 

Perfect! Your answers will help me make my team proud. Perfect! Your answers will help me stand on my own feet. G
uide Please answer the following questions by saying Yes, No, or Skip. 

 Next Im
age Labelling Problem

 

Thanks! Here is the next one. 
Thank you! Your answers help me be more useful in my team. Thank you! Your answers help me be more independent. 

Sweet! And this one? 
With your answers, our university team will get better results. With your answers, I will be able to get better results on my own. 

Next question? 
My team will be impressed! I am impressed! 

What about this one? 
You're on fire my friend! What about this one? You're on fire dude! What about this one? 

You're the best! Next? 
Your answers help me make my team proud! Your answers help me stand on my own feet! 

You're on a roll! 
Now I can support my teammates in the lab! Now I can be on my own in the lab! 

Interesting! 
See if you can get this one? 

You seem to be skipping a lot of questions. Is anything wrong? 

 Pleas 

Can you please continue? We need more data.  
But how do I make my team proud without your help? Please help me 

more! 

Can you please continue? I need more data. 
But how do I become independent without your help? Please help me 

more! 

 Ending 

Alright. Thank you for your help. 
Please find the researcher at <location>, who will thank you with a 10$ gift card if you fill out a questionnaire about your experience. 

Make Sure you have your completion code! 
Have a good day! 

 

Fig. 3. The experiment space, with the researcher and camera at a distance 
from the robot engaging participants. 

researcher 

participant Sam 



After interaction ended, Sam told the participant to find the 
researcher (to receive a gift card) and provided a short 
completion code (e.g., “M8EYP2”). Simultaneously, the on-site 
researcher approached the participant, and took them back to the 
camera location (Fig. 3) to avoid influencing other participants. 
The researcher administered the informed consent protocol and 
a series of post-test questionnaires, before debriefing on the 
study purpose and the robot (being remotely controlled). We 
asked participants to not share details with others, and we 
debriefed them in written form (participants could not keep the 
explanation), to avoid others hearing the details. This study was 
approved by the University of Manitoba Research Ethics Board.  

B. Measures 
Our primary measure was the interaction duration. That is, how 
long a person helped the robot. We measured from when the 
participant agreed to help to the instant that they stopped, 
measured from software logs. We did not use the number of 
image-labeling questions answered as during pilots we noted 
high individual difference in how long they spent scrutinizing an 
image before answering.  

Post-test, we administered a demographic questionnaire 
including the person’s background, to be checked against what 
they told the robot for ensuring consistency. We also 
administered the Godspeed scale [7] to gain insight into 
participant’s perception of the robot. 

C. Results 
Sam interacted with 40 participants who answered at least one 
image-labelling question. 3 participants were excluded due to 
technical difficulties (e.g., network issue) and 2 indicated they 
knew the experiment purpose (i.e., heard from friend). 3 were 
outliers with times longer than 3IQR from the mean. This 
resulted in 32 participants (M=22.6 years, SD=4.4) from 12 
countries (Table 2). 

19 participants from Canada were classified as individualist, 
with the remaining 13 participants classified as collectivist 
(Table 2), resulting in 15 culturally-matched and 17 culturally-
mismatched participants. Our post-test questionnaire did not in-
dicate any errors in robot matching. 

A t-test (one tailed) indicated a statistically-significant effect of 
culture matching on interaction duration, with culturally-
matched participants helping Sam for longer (M=5m 34s, 
SE=2m 32s) than mismatched participants (M=4m 22s, SE=51s, 
t17.6=-2.05, ρ=0.03, corrected as equal variances not assumed), 
indicating a 27% (1m 12s) increase and a medium to large effect 
size of d=.73 (Fig. 4). 

Post-hoc, we investigated if overall participant culture or robot 
mode was a driving factor in the results, irrespective of match. 
A 2-way ANOVA (participant: individualist, collectivist, by 

Sam script: individualist, collectivist) found no main effect 
(F<1, Fig. 5). However, the interaction was statistically 
significant (F=5.09, p=.03); we address this in the discussion. 
We found no effect of matching, robot script, or participant 
culture, on their perceptions of the robot. 

D. Discussion 
Our results support our hypothesis that passersby will help a 
robot for longer (72s) when its script matches their cultural 
background, than when it mismatches. While our study does not 
uncover the mechanism behind this, it lends support to our 
strategy of getting people to relate to a robot by using language 
targeted to their cultural background. We suspect that this is 
simply the well established tendency for people to feel more so-
cially connected to people similar to themselves (homophily, 
[cite]), which may have increased empathy for the robot’s 
situation, thus pressuring people to keep helping the robot.  

However, we found no impact of matching (or participant 
culture, or robot script) on participant perceptions of the robot. 
Thus, even though participants did not reflect on the robot 
differently, they still interacted differently. 
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Fig. 4. Overall impact of participant culture and robot script on interaction 
time. Main effects not significant, interaction significant (p<.05). Error bars 
represent 95% CI. 

Fig. 5. Interaction duration for culturally matched vs mismatched 
participants. Error bars represent 95% CI. 
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Canada, 19 Argentina, 1 Central America, 1 
China, 2 Ethiopia, 1 India, 1 
Iran, 1 Korea, 1 Nigeria, 2 

Saudi Arabia, 1 Ukraine, 1 Vietnam, 1 
 

Table 2. National cultures, number of participants. Only Canada, shaded, 
was individualist. Others were collectivist. 



Our post-hoc analysis of the overall impact of either the robot 
script, or participant culture, aimed to uncover underlying 
drivers of our effect. Our results did not find effects of either 
participant culture or robot mood overall, suggesting that the 
result is not being driven by differences in the robot script or 
participant background independently.  

From plotting the statistically-significant interaction between 
the two variables (Fig. 6) we can see that this interaction 
explains our main effect: the impact of the robot’s script depends 
on the participant background culture. Put another way, it is the 
match or mismatch between participant culture and robot script 
that explains the result. However, we note that the interaction 
highlights the effect may be larger for the collectivist script than 
the individualist (Fig. 6), which requires further investigation. 

Our results contribute to work of adaptive robots, and presents a 
new design technique that such robots can use. We believe it is 
important to emphasize how simple our method is. Without 
using advanced behavior models or artificial intelligence and 
only by changing a script based on roughly profiling the 
person’s culture, our robot was able to get people to help it for 
significantly longer. This suggests that perhaps people may 
simply like to help a robot for longer when it matches their own 
experiences and expectations. 

As such, we would ask the reader to reflect on this result: is it a 
success that our robot got people to help it for 27% longer, 
simply by changing a script? Or, is our robot inappropriately 
manipulative, given that the script changes were effectively lies 
(referred to goals and a group that did not exist), and there was 
no benefit to the human? We further examine this question at the 
end of the paper.  

E. Limitations 
Our interaction design and result were only initial iterations on 
a design strategy, and as such, there is a great deal of room for 
improvement. On the cultural side, our approach to matching 
participant background is quite simple, being based only on a 
single self-report question. Participants can easily misreport 
their background, and culture itself is more dynamic and 
nuanced than being reduced to a single binary classifier [57]. 
Work moving forward should develop more complex models 
that are able to adapt to cultures more flexibly and accurately. 

Further, we only conducted the study in the host country. All 
people who identified with other cultures are exceptional: they 
are immigrants or visitors to Canada. Our work can be more 
accurately described as matching a collectivist script to 
collectivist people in an individualist society. Further inquiry 
should deploy robots embedded within target cultures to get a 
more generalizable result. As part of this, we only had fewer 
than twenty participants per condition; larger numbers in addi-
tion to a more diverse participant base is needed to reflect more 
strongly on the impact of cultural adaption. 

Conducting our study in-the-wild enabled us to increase 
ecological validity, as participants were engaged naturally 
within their environment, without prior priming about the study. 
However, the flip side is that this introduced a great deal of noise 
due to the lack of ability to control interaction. Some people 
interacted individually, some in groups, and some had to leave 

prematurely due to other engagements. Some people wore 
headphones, some did not. We had more technical difficulties 
than would be expected in a lab. In addition, our study design 
still had the researcher and pamphlets on-site (see [cite your 
other workshop paper] for discussion), which unfortunately lim-
its the ecological validity of the results. 

V. REFLECTIONS 
Our initial reaction to these results was quite positive: we created 
a robot that can adapt to people, using a coarse-grained flavor of 
cultural dimension theory and a very simple implementation, 
resulting in people helping it for 27% longer than if it did not 
match their background. However, as we watched our videos 
and analyzed our data, we increasingly started to notice a darker 
side to our results. In particular, some participants looked quite 
tired, and bored, and even then, hesitated to leave the interaction. 
Again, we note that there is very little benefit to the person in 
helping the robot beyond the novelty of seeing a robot in a public 
place; it is the robot that is getting more help. Thus, is this a 
positive use of social robotics, leveraging human-like 
interaction strategies to improve interaction? Or, is our robot’s 
use of cultural theory manipulative, given that it is only for the 
robot’s benefit, and it may be a detriment to participants? 

To complicate the discussion, we note that our robot changes its 
backstory and motivators, just to match the person’s 
background. For example, the collectivist script invokes a desire 
to help their team, yet there is no actual team in reality. This 
emulates the value of supporting in-groups and have the person 
relate to them. Our robot tells calculated lies in an attempt to get 
more help from the person, solely for its own ends. 

We admit that this framing may be a little negative. Such 
interactions are common among people, such as a sales person 
feigning interest in a sports team to build comradery, or a 
professional leveraging small talk to build trust. More subtly, in 
a workplace a colleague may be uncharacteristically friendly 
and supportive, in preparation for asking a work favor. In our 
daily lives we accept a level of such behavior from people, so 
perhaps we will expect it of robots, too, and these behaviors may 
not be seen as manipulative. Further, as noted in Section 2, some 
robots are explicitly designed to be persuasive, for goals that the 
user may have subscribed to (such as saving energy [26]). In 
these cases, we respect people’s choices to employ technology 
that can help them achieve a desired behavior or outcome. 

This overarching question will become increasingly important 
as robotics advances, and social robots become more 
sophisticated and commonplace. The ability of such robots to 
deliberately employ manipulative social behavior will only 
increase. As such, we believe it is very important to develop and 
establish guidelines for how social robots should behave, and for 
helping us (robotics interface designers) decide when social 
interaction techniques are acceptable, and when they are not. 
Eventually, perhaps this will mirror what has happened with 
marketing and advertising, where regulations have been 
established regarding deceptive or unfair practices, for example, 
many locales have rules about subliminal priming [17] or 
targeting children [13]. We finish this paper by proposing a set 
of discussion points that we have landed on from our inquiry. 



A. Discussion points 
1) How to decide what is acceptable 

As a community we should discuss what mechanisms we can 
use to decide which uses of social robots are acceptable, and 
which are not, and which criteria we can establish for 
determining when social techniques can be used. 

In our own discussions, we often came back to the principle of 
who stands to benefit from a technique. That is, is a social 
technique used to benefit the users, such as helping them work 
effectively with a robot, understand its state, or be more 
comfortable. Or, is the technique used to benefit the robot or 
other stakeholders (e.g., by selling them something or getting 
work from them). How does the calculation change when it is a 
combination of benefitting both? That is, will people accept 
some manipulation (e.g., to sell them something) if they get a 
benefit (such as a robot carrying something for them), and how 
do we calculate this risk-benefit trade off?  

Even when a technique is only used for the robot’s benefit, some 
situations are more acceptable than others. For example, would 
a robot asking people for help because it is lost, and looking sad 
and forlorn to get attention, be considered devious?  

Another angle is informed consent of users. Our robot presented 
in this paper clearly deceived people, both by lying about its 
purpose (trying to get more work from people, e.g. by stating 
that it was part of a group, etc.), and by hiding the cultural 
adaption and the reasons why it asked questions. This mirrors a 
recommendation that, with robots, their “machine nature” 
should be transparent to users to avoid exploiting them [18]. 
Perhaps a robot like ours, for example, should inform people that 
it will adapt to their culture in an attempt to be more relatable. 
Deception is also problematic in cases where it is used solely for 
a person’s benefit. For example, perhaps a medical assistant 
robot can manipulate a person to encourage them to take 
medication that they do not want to take. Would this infringe on 
the patient’s liberty? 

2) Is it appropriate for robots to act like people? 
In daily life as part of normal social interaction we regularly use 
behaviors directly designed to shape others’ moods, reactions, 
and outcomes of interaction. This ranges from long-term 
alliance strategizing at work, to doing favors at home to soften 
the blow of a mistake. This is often expected of people, and very 
often such strategies back-fire and someone can be labelled 
manipulative or deceptive. However, this happens within the 
complex context of human relationships. 

Just because people use social strategies as such, does this mean 
that it is okay for a robot to act similarly? Given that a robot is a 
cold calculating machine (in contrast to a human with their own 
empathy and emotional system), is it ever appropriate for a robot 
to attempt to shape outcomes using social strategies? This issue 
has been raised under the umbrella of “inauthentic” interactions 
[56,63,65], which highlights the inherent mismatch with a non-
human entity (a robot) using human-like techniques. This leads 
to incongruent interactions, such as a robot presenting itself as 
having an emotional system, but not reacting in appropriately 
when it is threatened. This can lead to unnatural and perhaps 
unhealthy relationships with the robot (e.g., mimicking abuse). 

Finally, unlike humans, robots have excellent memory and can 
apply algorithms perfectly. For example, a shopping-mall robot 
may have access to a person’s long-term shopping history, can 
read their facial expressions, notice who they are with, and make 
a calculated social gesture meant to sell the person a product. 
One could imagine a similar robot in a casino. Thus, the 
potential capabilities of robots in regard to manipulation seems 
to outstrip what a human could possibly do, making the 
comparison problematic. 

3) How do social robots differ from existing intelligent 
technologies and marketing strategies? 
In both traditional media and more modern online information 
spaces, we are constantly inundated with targeted marketing, 
smart bots, and long-term campaigns designed to earn our 
dollars, shape our opinions, or our behaviors. Do our arguments 
simply fall under this larger, contemporary discussion about 
limits and dangers of technology? Or, do social robots, with their 
active physical presence and embodiment within our personal 
spaces, and tendencies surrounding anthropomorphism [71], 
require special attention?  

VI. CONCLUSION 
We designed, implemented, and deployed Sam, an adaptive 
robot that changes its script based on a user’s cultural 
background in an attempt to get the user to help it for longer. 
Sam was successful, with participants on-average helping Sam 
for 72 seconds longer when it matched their culture (e.g., Sam 
using an individualist script with an individualist participant), 
than when it mismatched. 

While initially this work served as a simple proof of concept for 
robots leveraging minimal information about a user’s 
background to improve interaction, through reflecting on our 
own work we started to see the results differently. We developed 
a worry that perhaps our work instead is a demonstration of just 
how easily robots can use social interaction techniques to 
deceive and manipulate people into helping them for longer. 
This project fed a lively discussion and debate among our 
researchers about whether the robot was simply good interaction 
design, or, Machiavellian, being deceitful and manipulative for 
its own ends. 

As such we use this paper as an opportunity to reflect on this 
question. In addition to detailing our core study design, 
methodology, and results, we pose discussion points that 
emerged from conducting this study. We envision that this can 
be a catalyst to generate discussion within the Human-Robot 
Interaction community. 
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