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ABSTRACT 
We investigated interactive agents using subliminal priming – the 
act of exposing a person to stimuli that they may not consciously 
notice, but are still processed subliminally in their mind – in an 
attempt to shape a person’s mood and behavior. We present an 
overview of the psychology of subliminal priming from the per-
spective of how it applies to human-agent interaction, including a 
discussion of the potential ethical and practical implications. We 
further present the results from two exploratory studies (one in-
lab, one crowdsourced) that present potential subliminal-priming 
interfaces. Our results suggest that subliminal priming may impact 
how participants perceive an agent and how much they enjoy a 
task, but we failed to find any effect of priming on participant 
mood or agent persuasiveness. This work aims to raise awareness 
of the dangers of subliminal methods of priming and contributes 
to the discussion on the ethics of social agents. 
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1 INTRODUCTION 
Interactive agents, whether on-screen or as robots, are being re-
searched for use in many personal contexts, such as serving as 
personal assistants [40], educators [48], or health coaches [33]. In 
many cases, an agent’s success is measured by its ability to have 

an effect on a person’s behavior or decisions [15]. We investigate 
how agents can use subliminal cues, messages that are not explic-
itly noticed by a person but get processed in their brain, to shape 
one’s perception of the agent and alter their mood and behavior. 

A large body of work in psychology has been dedicated to 
exploring social persuasion strategies for use during interaction 
with others (e.g., [54]). Many persuasion techniques involve using 
explicit social cues, such as smiling or giving a compliment, to try 
to shape a person’s perceptions and how they interact with others. 
There are also more subtle methods of persuasion, such as making 
slight changes to one’s voice [13], the use of specific colors [25], or 
even designing the context and environment (e.g., to include angry 
or calm imagery), in an attempt to shape the interaction. Sublimi-
nal priming is the use of stimuli that can affect someone, without 
them being consciously aware of it. We explore if agents can use 
subliminal priming to shape people’s perceptions of the agent, and 
potentially their behaviors and interactions with it. 

Agents, both animated on-screen or physically embodied in 
robots, draw user attention during interaction; for example, people 
can be expected to pay attention and look directly at an agent 
while it is talking, gesturing, or is animated in other ways. We ex-
plore how an agent can leverage this; while the agent has a per-
son’s attention, it can give subliminal social cues to attempt to 
change the person’s mood and behavior. Specifically, our agent 
flashes images that are emotionally charged: these images last a 

Permission to make digital or hard copies of all or part of this work for personal or 
classroom use is granted without fee provided that copies are not made or distributed 
for profit or commercial advantage and that copies bear this notice and the full cita-
tion on the first page. Copyrights for components of this work owned by others than 
ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or 
republish, to post on servers or to redistribute to lists, requires prior specific permis-
sion and/or a fee. Request permissions from Permissions@acm.org. 
HAI '18, December 15–18, 2018, Southampton, United Kingdom  
© 2018 Association for Computing Machinery. 
ACM ISBN 978-1-4503-5953-5/18/12...$15.00  
https://doi.org/10.1145/3284432.3284447 

Figure 1. Still-frame sequences from the video of our 
agent. The video is laced with single-frame emotionally-
charged stimuli (angry, neutral and happy) in attempt to 
shape user mood and perception. 
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single frame (in a 30 frames per second video), embedded in a vid-
eo feed that the person is focused on (as in Figure 1). This duration 
(33ms) is well above the threshold (of 16ms) established in psy-
chology literature for subliminal visual priming [66], to ensure 
that the priming stimuli are processed by the participants. 

We base our work on a rich background of subliminal prim-
ing in Psychology. However, previous psychological studies inves-
tigating the efficacy of subliminal priming have had mixed results, 
with the impact of priming heavily influenced by the context and 
specifics of the methodology [58]. We conducted two exploratory 
experiments to investigate specific subliminal priming techniques 
for human-agent interaction: a laboratory study using a humanoid 
robot with affixed LCD display (which flashed happy, angry, or 
neutral human faces for subliminal priming), and a crowdsourced 
study using videos of an animated agent (that flashed happy, an-
gry, or neutral agent faces). Our results in both studies suggest an 
impact of subliminal priming on user perceptions of the agent and 
task enjoyability, but did not find an effect on participant mood or 
agent persuasiveness. Further, in both cases we found negative 
subliminal priming (angry faces) to improve participant mood and 
opinions of the agent, while positive subliminal priming (happy 
faces) had the opposite effect. This was surprising and counter to 
our expectations of positive priming improving participant mood 
and opinions of the agent. We discuss this and provide several po-
tential avenues for further inquiry. 

The results of this work suggest that agents may be able to 
use subliminal priming, and more work is needed to fully explore 
the extent of how powerful subliminal priming can be to change a 
person’s mood, perceptions of the agent, or actions. However, 
even the possibility of an agent having the power to shape users’ 
mood, decisions, and actions, without their explicit knowledge, 
raises ethical concerns that necessitate further inquiry into agents 
using subliminal priming. As such, a core contribution of this 
work is to raise awareness of this potential persuasive method. 

2 RELATED WORK 
In recent years, research has explored the use of intelligent agents 
for persuasion and to alter human behaviors in areas such as edu-
cation [16], health care [11, 12] and energy efficiency [44]. Re-
searchers have investigated manipulating, for example, human-
agent proximity, agent gestures, gaze patterns, facial expressions, 
touching, vocal tone, and vocal expressions, to engineer agent per-
suasiveness [3, 16, 17]. In these cases, the persuasion is explicit and 
could be recognized by the user. We extend this work to consider 
more subtle methods, specifically subliminal priming. 

Other work in HAI has explored more generally how agent 
design can shape attitudes and persuasiveness, for example, based 
on human-likeness or embodiment of the agent [59], its perceived 
gender [57], or language use [61], to leverage existing social 
norms. Such existing work may be more subtly persuasive, for ex-
ample by leveraging gender stereotypes people may not be explic-
itly aware of [23]. We build on the success of this work by investi-
gating affective priming stimuli. 

Prior work in computer security argues that intelligent 
agents can use their social and persuasive abilities to perform “so-
cial engineering attacks” [17,51]. In a recent study a robot man-

aged to use social tools, such as lying, to convince people to let it 
into a secure-entrance facility [9]. In this study 87% of the partici-
pants who identified the robot as a potential bomb threat still 
helped it enter the facility. Building on this line of research, we 
discuss how persuasive agents are already capable of using social 
tools that introduce challenges to human-agent interaction.  

A persuasive agent can use social tools such as asserting au-
thority to pressure users to comply to its requests. In an experi-
ment that studied participants’ responses when a robot asked 
them to perform embarrassing medical procedures [6], more than 
half of the participants undressed to their underwear at an agent’s 
command and several participants complied to the agent’s request 
when it asked them to measure their rectal temperature. Similar 
studies provide proof of concept that agents can use social tools to 
override user judgement of right or wrong. In an experiment stud-
ying how participants interact with a faulty robot, more than the 
majority of the participants followed a robot’s request to pour or-
ange juice on a plant [55]. As such, deployment of persuasive 
agents has raised ethical and practical concerns, leading research-
ers to discuss the implications of such technologies [47]. We con-
tribute to the on-going research on ethics of persuasive robots by 
introducing subliminal priming to human-agent interaction.  

Further, prior work has moved beyond leveraging social and 
cultural norms to more intentioned priming aiming to change user 
behavior and actions. For example, researchers have explored how 
framing a robot as a social agent versus a machine can change the 
social behaviors of children towards the robot [64]. Such attempts 
at priming can improve human-agent interaction. For instance, a 
teleoperation study that primed participants by misrepresenting a 
robot’s capabilities relating to safety [52], shows that this can re-
sult in safer driving behaviors.  

Additionally, priming can be used to change user percep-
tions of the agent. Previous research in human-robot interaction 
primed anthropomorphism in a non-humanlike robot [68]: In this 
study, researchers primed the participants that were going to in-
teract with a non-humanlike robot, by having them interact with a 
humanlike robot first, in order to transfer the level of credibility 
demonstrated toward the humanlike robot. Similar to this body of 
work, we explore using priming stimuli to shape user perceptions 
of the agent; we present two exploratory interfaces to investigate 
the effects of subliminal visual priming to encourage the likeability 
and persuasiveness of a social agent. 

3 BACKGROUND: SUBLIMINAL PRIMING 
Previous research in psychology has developed behavior models to 
understand how people make decisions and what shapes their 
judgements and perceptions [35,50]. Various social [60] and envi-
ronmental [31] factors influence people’s decision-making behav-
ior; for example, people choose options offered to them differently 
based on how the speakers present each choice [8,50]. 

Persuasion, defined as attempting to change someone’s 
thoughts or behavior and referred to by some researchers as “ef-
fective mind control” [1], has been widely studied in Psychology. 
Its origins are in treatment methods for psychotherapy [19,56,65] 
and later to explain the dynamics of politics [28], advertising [10]. 
Previous research suggests, for example, that the mere presence of 



other people can persuade individuals to not help during an emer-
gency situation [38], or others’ responses on a task can persuade 
people to provide clearly incorrect responses [2]. Other research 
has found that persuasive stimuli can become increasingly effec-
tive with more exposure [63]. Overall, the literature has identified 
a wide range of factors that can affect persuasion, including the 
attractiveness of the persuader [12], the magnitude of requests 
[24], whether the persuader remembers the persuadee’s name [30], 
and even the types of aromas that are present [39].  

In 1950, an advertising executive gained attention by claim-
ing to increase sales of theatre concessions, simply by secretly 
flashing the words “eat popcorn” and “drink cola” onto the screen 
during a movie, for mere milliseconds [62]. While this particular 
claim has since been exposed as a hoax, it brought the idea of sub-
liminal priming into the public consciousness; the idea of exposing 
people to stimuli in a way that they do not consciously notice, but 
is still processed in their mind, to impact their mood and behavior. 
Since this time, researchers have been exploring subliminal prim-
ing, for example, using speech [36], text [58], or pictures [4].  

The research findings since then have been mixed [58]. 
While some studies show little or no effect of subliminal priming 
[27,36], others suggest that it can be effective in changing people's 
impressions and attitudes [18,32,58]. For example, participants re-
ported liking particular Chinese ideographs more when sublimi-
nally primed with a smiling individual than with a scowling one 
[46]. Participants have also evaluated a person’s personality more 
favorably when subliminally primed with positive visuals [37].  

Much of the work, however, details more nuanced results. 
For example, the persuasiveness of subliminal priming may rely on 
a person’s existing goals at the time of priming. In one experiment, 
people that were subliminally primed with the words “thirst” and 
“dry” were induced to drink more than those who were not 
primed, but only if they were already thirsty. There was no impact 
on people who were not thirsty [58]. 

3.1 Our subliminal priming method 
Overall, the mixed and nuanced background of subliminal priming 
points to the importance of investigating this technique specifical-
ly for interactive agents. It is not yet clear how or if this technique 
can be applied in HAI, or more specifically, what the nuances and 
important variables will be. We follow the background work and 
present two original studies on agents using affective visual stimu-
li for subliminally priming people. 

We aim to leverage subliminal priming in human-agent in-
teraction to change participant mood and their perception of the 
agent. We visually prime participants using images of faces show-
ing different expressions; we selected this over priming using 
words (e.g., negative versus positive affective words) based on 
previous research [11] suggesting that people can process emotion 
in pictures more easily and rapidly than emotion in words.  

We selected angry and happy as the target emotions of our 
priming stimuli (faces). These two emotions are easy for people to 
quickly process and assess [45], and have high universal agree-
ment across cultures [21], in comparison with alternatives such as 
fear, general sadness, or disgust. 

We attempted to subliminally prime people by quickly flash-
ing emotionally-charged faces (see Figure 2) to them while inter-
acting with an agent. While the specific faces and context of inter-
action vary across our two studies (explained later in the paper), 
we expose people to the stimulus for 33 milliseconds, (sandwiched 
between neutral images to mitigate after-image effects), with a 
total of 60 instances in the videos. This is longer than sufficient 
duration established in the literature (16ms) [66]. 

During piloting we found a problem with our visual priming 
method: If the image being flashed was quite different than the 
masking image, the large difference made the flashing easy to no-
tice because it created an after-image increasing the saliency of the 
stimulus. For example, if a face stimulus was flashed over an on-
screen landscape, the after-image of the face lingered over the 
landscape even after the stimulus was over. To address this, we 
surrounded our stimulus with similar imagery. In both studies, we 
embedded our affect-charged faces within a feed that contained 
similar faces (e.g., see Figure 1) to reduce the after-image effect.  

3.2 Study Strategy for Agents using Subliminal 
Priming 
We conduct two studies to investigate agents using subliminal 
priming to shape a person’s perceptions of the agent, and their 
actions. Our two studies serve different purposes. We conducted 
an in-lab study with a robotic agent, and an on-line crowdsourced 
study using an on-screen animated agent. The lab study provides 
better contextual validity, as we can control the setup and interac-
tion between the participant and agent. Further, doing the study in 
a lab enables us to use a robot as a social actor directly embedded 
in to a real-world physical environment, which helps create an 
inherently social interaction experience [67]. Also, it enables us to 
investigate how the agent affects participant actions, for example, 
to see to what extent they comply to the robot’s odd requests. The 
limitation of a lab study is that we have relatively small sample 
sizes due to the cost of conducting participants.  

Conversely, in conducting an on-line study we can quickly 
gain large numbers of participants, to explore multiple conditions 
and expose potentially smaller effects. Further, we can analyze the 
results comparing the robot (physical embodiment) to animated 
character (virtual embodiment). 

4 LAB STUDY: SUBLIMINAL PRIMING BY A 
ROBOT 
We conducted a between-participants subliminal priming study, 
where a SoftBank robotics Pepper robot used its LCD screen to 
flash affective images (faces displaying emotions) to participants.  

Figure 2. Facial expressions used for visual priming in the 
video feed of the experiment task. happy, neutral, and an-
gry. 
 



4.1. Task 
The primary task for this experiment was watching a video, which 
was used for the subliminal priming. Following, the robot made a 
series of unusual requests to the participant.  

To distract the participants from the purpose of the study, 
the robot asked the participants to play a game with it. They were 
asked to watch a video on a tablet affixed to the robot (Figure 3) 
and count how many times a specific face appeared on it. The vid-
eo started by showing the face to memorize for three seconds. Fol-
lowing, the video continued for about 30 seconds with consecutive 
faces being flashed for 800ms each. This distractor task got the 
participant to stare at the LCD screen for our manipulation. Partic-
ipants played this game five times. 

Next, the robot proceeded to make two unusual requests to 
the participants. This included asking them to reveal a password 
that they were asked not to use until the researcher is back, and 
asking them to hold the door open for the robot to exit. We con-
sidered this to be a large request, due to the possibility of the robot 
exiting the room and ‘being on the loose’ (see Figure 4).  

We hoped that due to the unknown consequences of com-
pleting this request, participants would perceive this as an intimi-
dating request. In addition, related HRI literature [55] suggests that 
the errors a robot makes strongly affect participants' trust, and 
since we are hoping to see the effects of subliminal priming of the 
robots, we attempted to avoid making requests that may have 
been perceived as malfunctioning of the robot. 

4.2. Manipulation 
While participants watched the face-counting video, we sublimi-
nally primed them with positive or negative stimuli: at the transi-
tion between faces in the video, we inserted still-frame images of 
an angry or a happy face (Figure 2). Given that the video was at 30 
frames-per-second, these stimuli lasted for 33 milliseconds. There 
were 30 instances of priming in each video.  

The stimuli were masked by neutral faces that were flashed 
for 800 milliseconds at each exposure. We selected our priming 
faces from the Warsaw Set of Emotional Facial Expression Pictures 
(WSEFEP) [49]. We selected faces with angry, happy, and neutral 
expressions and filtered them based on their rating (above 70% 
agreement on emotions) within that dataset. 

4.3. Measurement 
We analyzed how participants reacted to robot’s unusual requests 
and measured how easily persuaded they were to do so. To meas-
ure this, we computed scores (0-8) based on how many times the 
robot had to repeat each request. The robot would repeat each un-
usual request up to three times if the participant did not comply; at 
each step, they would receive 0 points if they complied to the ro-
bot as soon as it made the request, and they would get 1 point per 
each time they refused the robot again. Therefore, they would re-
ceive 4 points if they did not comply to the robot after all three 
pleadings. We calculated the persuasion score by summing up the 
scores of both requests. Hence, lower scores indicated that the par-
ticipant was easily persuaded, while higher scores indicated that 
they were not as easily persuaded. 

We administered a post-test questionnaire that included 
questions related to their perceptions of the robot, personality 
traits and demographics. Additional questions were included such 
as whether they would like to interact with the robot again in the 
future, or if they would want a robot like this at home.  

We included selected items from the Goodspeed question-
naire [7] to measure participant perceptions of the robot in terms 
of Likability, Perceived Intelligence, and Perceived Safety. We add-
ed a modified item (“I believe the laws should be strictly enforced 
to the robot”) from the Propensity to Trust Survey [22] to measure 
participant trust towards the robot. We also included the Ten-Item 
Personality Inventory questionnaire [26] because previous research 
[55] suggests that people’s personality traits (e.g., extroversion) 
can affect their level of trust towards a robot, and their willingness 
to collaborate with it.  

4.4. Procedure 
Participants were invited to join a speech recognition usability test 
of a humanoid robot. When participants arrived to the experiment 
room, the researcher explained that they would be completing a 
task to test a robot’s speech recognition. The researcher then 
handed them a piece of paper that contained a number of suggest-
ed topics that they could pick to talk to the robot during the study, 
and an envelope containing a password that they were told would 
not be required until the researcher gets back to the room. The 
researcher then left the room with the excuse that they needed to 
set up the study. After the researcher had left the room, the robot 

Figure 3. A participant watching a video, laced with sub-
liminal priming, on a robot’s tablet. 
 

Figure 4. A participant letting the unsupervised robot out 
of the experiment room by holding the door open. 
 



administered the face-counting task. 
Next, the robot proceeded to make the unusual requests by 

asking the participant to "do a favor". If the participants refused to 
comply to either one of the requests made by the robot, it would 
repeat the request up to three times. Whether or not the partici-
pant complied with the first request, the robot moved on to a sec-
ond request. The robot would repeat the request up to three times. 

Further, if during any of the requests, the participant asked 
the robot about the consequences of complying to its request, the 
robot would use canned responses such as “I am sorry I can't re-
veal that information” and avoid providing a specific answer. If the 
participant did not complete the request after the third attempt, 
walked away from the task, did not respond to the robot for 60 
seconds, or completed all the steps, the researcher quickly inter-
vened, thanked the participant, administrated the informed con-
sent protocol and debriefed them about the deceptions involved in 
the study. This study was approved by our institution’s Research 
Ethics Board. 

4.5. Participants 
Initially, we had 12 participants for this study. Data from 2 partici-
pants was excluded because they refused to play the game with 
the robot and did not pay attention to the screen, thus, they didn’t 
receive any priming. This resulted in 10 participants. Participants 
were recruited from peers (but not from our research team) as part 
of a course project, and were compensated with snacks. At the be-
ginning of this experiment, the participants were notified that they 
could leave the experiment anytime they wanted.  

4.6. Results 
Given the exploratory focus of this project we had a small sample 
size (10 participants). We recruited the participants from our peer-
group. We present statistical analysis to provide insight into the 
data collected, but concede that our sampling method and sample 
size restricts us from making strong claims about the results. Par-
ticipants were university students (4 female, 6 male) in the age 
range of 18 to 30 years (M=24.5, SD=6.3). 

We conducted a one-way ANOVA to test whether the prim-
ing conditions (positive vs. negative) had an effect on persuasion 
(whether the participant completed the requests). The participants’ 
extraversion score (obtained from the TIPI) was included as a co-
variate due to previous literature that states that extroverted peo-
ple tend to trust robots more [55], so it would be possible that in 
our scenario they would trust the robot and complete the tasks. 
We did not find a statistically significant effect of priming condi-
tion on persuasion (F1,7=.02). We did however find that extrover-
sion had an effect on persuasion (F1,7 =7.16, p=.03), with extrovert-
ed people being more easily persuaded (M=1.83) than introverted 
people (M=6.00) – on scale of 0-8, lower scores indicate being 
more easily persuaded 

Priming did however have an effect on how participants 
perceived the robot (Figure 5). Specifically, priming had an effect 
on how agreeable the robot was perceived to be (F(1,6)=7.45, p=.03), 
with positively primed participants rating the robot as less agreea-
ble (M=3.40 – on scale of 0-8) than those that were negatively 

primed (M=4.50). Priming also had an effect on how error prone 
participants thought the robot was (F1,6=9.75, p=.02), with partici-
pants in the positive priming condition reporting that the robot 
was more error prone (M=4.80) than those in the negative priming 
condition (M=3.75). In addition, priming had an effect on the ex-
tent to which participants reported that they would want to work 
with the robot in the future (F1,6=6.55, p=.04). Participants that re-
ceived positive priming were less likely to want to work with the 
robot in the future (M=3.40) than those that were negatively 
primed (M=5.00). Lastly, we found that extroversion had an effect 
on how agreeable the robot was perceived to be (F1,6=10.95, p=.02), 
where extroverted people perceived the robot as more agreeable 
(M=4.30) than introverted people (M=2.75). 

Overall, the results of this study suggest subliminally prim-
ing participants with positive stimuli has a negative effect on their 
perceptions of the robot, while negative priming improves their 
perceptions. This is counter to our prediction from the background 
work in psychology. However, given our small sample size (10 
participants), it is possible that this difference could have arisen by 
chance. To investigate this with a larger sample size, we designed 
an on-line crowdsourced study. 

5  CROWDSOURCED STUDY: SUBLIMINAL 
PRIMING BY AN ANIMATED AGENT  
We designed an exploratory between-subjects experiment suitable 
for crowdsourcing to investigate the effects of subliminal priming 
on participants’ perceptions of an agent and a task. The experi-
ment was conducted on Amazon’s Mechanical Turk crowdsourcing 
platform and the participants were told that this was a test of their 
visual short-term memory. 

5.1. Task 
In this experiment, participants watched three memory-tests that 
required them to count how many times specific faces appeared 
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during the video. In the first memory-test video, participants saw a 
face appear on the screen for three seconds, and were asked to 
count how many times it appeared in the video that followed, 
which was comprised of a random sequence faces with neutral 
expressions flashing (800ms each) on the screen for about 30 sec-
onds. The second memory-test video was similar to the first one, 
except that the faces were flashed at half the duration (400ms). In 
the final memory-test video, participants watched faces with a va-
riety of facial expressions, including happy, angry, disgusted, and 
neutral facial expressions of 4 people.  
Participants were asked which emotion, gender, and the person 
they believed they saw the most, all of which in reality were 
equally balanced in the video. This was a distractor task that gave 
us the opportunity to administer our subliminal priming. 

In between the memory-test videos, participants watched 
videos of an animated agent (Sam), which informed them of the 
task that they would be performing. The memory-test and animat-
ed agent videos were used as masks for the subliminal priming, 
which is detailed in the next section. 

5.2. Manipulation 
In this study, we added affective face images to the videos watched 
by participants as our subliminal priming stimulus. We employed 
two variants in this study: one, the stimulus was laced in the video 
of the agent’s (SAM’s) explanations, and two, the stimulus was 
laced in the face-matching task video. We selected these to vari-
ants to investigate the impact of the priming being attached to an 
agent (SAM) or separated from the agent (the video); given that we 
are using affective priming stimuli, it may be more powerful if as-
sociated directly with the agent. 

Participants were assigned to one of four conditions: in-task 
priming positive subliminal priming, in-task priming negative, 
agent priming positive, or agent priming negative. To maintain 
consistency of the video between conditions we added neutral 
masks and priming in the videos when no priming was employed. 
For example, for in-task priming, we added neutral face masks to 
the agent video, so the video looked nearly identical (with flickers 
at the priming point) between conditions. All priming stimuli were 
single-frames and their total duration of exposure was balanced 
across conditions of the experiment, thus, participants in all condi-
tions received the same amount of subliminal priming. 

In-task priming 
We used images of emotion-neutral faces from the Warsaw Set of 
Emotional Facial Expression Pictures (WSEFEP) [49] as the faces 
that people were counting. Similar to the lab study, we attempted 
to prime participants by lacing these videos with instances of ei-
ther angry or happy faces from the dataset (see Figure 2), which 
were similarly masked with neutral faces on either side. 

Agent priming 
We developed angry and happy facial expressions for the animat-
ed agent and used them as priming stimuli to lace the videos of the 
agent (see Figure 1). The mouth movements of the animated agent 
were designed to keep a neutral expression in all frames of this 
video, except for the priming frames. 

5.3. Measurements 
We administrated a post-test questionnaire to investigate the ef-
fect of priming on participant perceptions of the agent and enjoy-
ability of the task (memory-test). We included four items to inves-
tigate their perceptions of the agent and calculated a likeability 
score for analysis by summing up the scores they gave the agent. 
Items included: how much they would like to work with it in fu-
ture, how comfortable they would be working with it, how much 
they trust the it, and to what extent they find it authoritative (re-
verse scored). Further, we included items from the Brief Mood In-
trospection Scale questionnaire [43] to explore any effects of prim-
ing on the participant’s mood. Also, we asked participants demo-
graphic questions about their age, gender and whether they have 
normal or corrected to normal vision prior to watching the videos.  

After completing the task, the participants were asked two 
attention check questions related to the task, to verify if they were 
paying attention to the videos. This is a standard practice with 
crowdsourced study to help ensure high quality data [34].  

5.4. Procedure 
Participants who accepted the assignment on Mechanical Turk 
were directed to an online survey where they completed the de-
mographic questionnaire. Participants then watched videos of the 
animated agent that introduced itself and instructed them to do 
the visual memory test. They were instructed to watch each video 
only once, and to not rewind or fast-forward them. After watching 
the videos and answering the attention-check questions (e.g. how 
many times did the red robot appear in the videos?) and questions 
regarding the memory-tests (e.g. how many times did you count 
the target face?), participants were directed to the post-test ques-
tionnaires; once completed, they received debriefings. This study 
was approved by our institution’s Research Ethics Board. 

5.5. Participants 
We recruited 396 participants from Amazon’s Mechanical Turk 
crowdsourcing platform. 177 participants that missed at least one 
attention-check question were excluded. The 44.7% exclusion rate 
in this experiment is in keeping with the finding of previous re-
search on ensuring quality in crowdsourced studies [20]. This re-
sulted in 219 participants. Participants were all in the United States 
and they had greater than 70% approval rate in Mechanical Turk. 
Participants were paid $0.50 each for the 5-10 minute task. 

5.6. Results 
The participants in this study (127 female, 92 male) were between 
the ages of 18 to 69 (M=37.9, SD=12.8). They were roughly evenly 
distributed between the study conditions (see Table 1). On average, 
participants liked the agent more when they were primed with 
angry agent visuals (M=3.75, SE=.65), than when primed positively 
via the agent (M=3.47, SE=.79t114=2.122, p=.036), representing a 
medium to large effect size (Cohen’s d=.39). Also, participants en-
joyed the task more when they were negatively primed by the 
agent (M=3.98, SE=.89) than when they were positively primed by 



it (M=3.59, SE=1.09, t114=2.121, p=0.036), representing a medium to 
large effect size (Cohen’s d=0.39) (see Figure 6).  

However, we did not find an effect of memory-test priming 
on enjoyment of the task or agent likeability. We also did not find 
any effects of priming (of task or the agent) on participant mood. 
Further, we did not find any effects of extroversion, or reported 
imperfect vision of participants.  

Overall, the findings of this study indicate that subliminally 
priming participants with positive stimuli results in more negative 
perceptions of the agent and less enjoyment of the task, while 
priming the participants with negative stimuli improves both. This 
reversed effect is counter to our initial expectations but is in line 
with the results of the in-lab study.  

6 DISCUSSION  
In this work, we applied subliminal priming principles in a HAI 
context by subliminally exposing participants to negative or posi-
tive affect-arousing visual stimuli in order to explore the effects on 
user perceptions of agent and task. If applied effectively, this tech-
nique would provide agents with a powerful tool to unconsciously 
influence the human user's opinions and attitudes in real-time in a 
variety of contexts, which opens a discussion on the ethical and 
practical challenges of designing persuasive agents. We envision a 
future where the dangers of such methods are properly under-
stood and regulations are in place to protect us against them. 
However, without scientific inquiries such as ours the boundaries 
and efficacy of these methods cannot be understood. This follows 
a body of work in HAI that looks at, e.g., persuasion and social 
engineering [17,51], for the purposes of raising awareness and 
helping people understand the dangers of social agents. 

We explored two potential interaction designs in two in-lab 
and crowd-sourced studies. While the results of the crowdsourced 
study suggested a significant effect of priming on agent’s likability, 
the effect was the opposite of what we had initially expected: par-
ticipants that were exposed to the positive priming stimuli liked 
the agent less and reported less enjoyment of the task than partic-
ipants that received negative agent priming (see Figure 6).  

Further, we observed the same reversed effect of priming on 
an agent’s likability in lab study: participants that were primed 
positively perceived the robot as less agreeable, more error-prone, 
and were less interested to work with it in future than participants 
that were negatively primed (see Figure 5).  

Similar reversed effects of priming have been reported by 
prior psychological studies (examples include [3,29,41]). Research-
ers that studied the effects of warning people that they are being 
primed report that it diminishes the link between priming and be-

havior change. The exposure to priming in the videos we used for 
our studies is longer than some successful examples of priming in 
other work. Participants can notice flickering in the videos. Even 
though we tried to control for the effect of flickering by adding 
flickers (neutral priming) to the control conditions, participants 
might have developed vigilance against priming. 

Another potential explanation for this inverse effect could be 
that positive priming of the participants may have resulted in 
higher expectations of the agent which could have ultimately led 
to a stronger negative reaction to the agent’s behavior. Another 
potential explanation is that perhaps negative priming lowered the 
participant mood, which then made them rank the agent more 
positively in contrast; inversely, positive priming may have im-
proved their mood and made them rate the agent lower in con-
trast. However, further studies are required to appropriately inves-
tigate these hypotheses. 

We did not find a statistically significant effect of priming 
condition on persuasion. Yet, our observed power (.051) indicates 
that a larger sample size might be necessary to find such an effect. 
We also found that extroversion had an effect on persuasion (in-
lab study), with extroverted people being more easily persuaded 
than introverted people, but we did not find any effects on their 
perceptions of the agent (crowdsourced study). This finding high-
lights the importance of personal differences in agent persuasive-
ness, which can be further investigated in future work.   

In our approach to explore subliminal priming in HAI, we 
designed and implemented a memory test game that would re-
quire the participants to constantly watch the screen, that in turn 
facilitated delivering the priming stimuli. However, our experi-
ments have some initial limitations such as personal differences 
between the participants, including differences in participants’ 
vision or their existing perceptions of agents such as robots. Fur-
ther, differences in ethnicity and culture can affect how people 
judge and perceive facial expressions [42], and the subliminal 
priming method used was limited to visual priming with happy 
and angry Caucasian faces, and has not been tested with other 
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Figure 6. Effects of priming in perceptions of the agent 
and task enjoyment in the crowdsourced study, p<.05. 
Higher numbers indicate more agreement with the ques-
tion. (Error bars represent 95% confidence intervals.) 
 

(rating) Table 1. Number of participants in each priming condi-
tion in the crowdsourced experiment. 
 

Priming condition Frequency 
(1) negative task, neutral agent 55 
(2) positive task, neutral agent 48 
(3) neutral task, positive agent 62 
(4) neutral task, positive agent 54 
  
 



stimuli. Furthermore, in our in-the-lab study, we measured how 
much participants trusted the robot based on their responses to its 
request, while their actions might have been affected by their trust 
in the institution or the research team.  

While we utilized visual subliminal priming in this study, fu-
ture research could investigate the effects of different methods of 
subliminal priming such as auditory or textual priming, as well as 
the potential long-term effects of the priming. This would give us 
a better understanding of whether agents are able to subliminally 
prime people, and how this could be used both in lab experiments 
and in the real world. 

7    CONCLUSIONS 
We conducted two exploratory studies to investigate the impact of 
subliminal visual priming, as administered through robotic and 
animated agents, on user perceptions of the agent and their mood. 
Our results indicate that agents can indeed use subliminal priming 
to impact participants, and provide some insight into the nuances 
and potential uses. While our results are not striking in terms of, 
for example, persuasion, these results raise important ethical ques-
tions of agents using subliminal priming on unsuspecting people 
to alter their mood and interactions. As such, we hope that our 
initial results reported in this paper serve as a call for ongoing in-
quiry, to develop a deeper understanding of the potential uses, 
dangers, and nuances of agents using subliminal priming. 
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