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(a) On the hand (b) Above the hand (c) On the palm (d) On the fingers (e) Around the hand

(f) Vertical hand (g) Grid layout (h) Horizontal layout (i) Vertical list layout (j) On-skin layout

Figure 1: Proposed layouts from Study 1. Blue sections on the figure represent virtual interfaces. The figures (a)-(e) represent
proposed general layouts. Figure (f) shows the vertical alignment of the hand. Figures (g) - (h) represent different ways to
organize elements. (j) is a unique case (on-finger/grid layout) where the hand anatomy is taken into consideration.

ABSTRACT
The ubiquity of smartphone interactions along with the advance-
ments made in mixed reality applications and gesture recognition
present an intriguing space for novel interaction techniques using
the hand as an interface. This paper explores the idea of using hand
proximate user interfaces (UI), i.e. interactions with and display of
interface elements on and around the hand. We conducted two user
studies to gain a better understanding of the design space for such
interactions. The first study identifies the possible ways in which
various elements can be displayed on and around the hand in the
context of common smartphone applications. We conduct a second
study to build a gesture set for interactions with elements displayed
on and around the hand. We contribute an analysis of the data and
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observations collected from the two studies, resulting in a layout
set and a gesture set for interactions with hand proximate UIs.
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1 INTRODUCTION
Since personal smart-devices have become ubiquitous [4] over the
past decade, many have wondered what the next step is for mobile
productivity and entertainment. More recently, head-worn displays
(HWDs) have shown potential as people’s main mobile computing
device. HWDs offer a much larger interaction space than traditional
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smart devices while facilitating more cohesive interactions with
the user’s surroundings (e.g., spatial mapping on the Microsoft
Hololens)[11]. In the context of the interactions, one of the main
issues is that the visual interface is suspended in mid-air which
is uncomfortable/unnatural to interact with, both physically and
socially.

To deal with this challenge, we propose to replace the physical
mobile device with a virtual interface anchored on and around
the user’s hand, augmented through the use of a HWD. We define
these User Interfaces as Hand Proximate UIs. Since smartphone
interaction is already well understood in general, following its
model will allow us to make use of the device’s current functionality
while expanding upon it. Presenting a mobile interface on and
around a user’s hand through hand tracking allows us to reap the
benefits of both the smartphone (e.g., comfort, familiarity, social
acceptability) and the HWD (e.g., larger design space for displays
and interactions, better contextualization).

Since our hands are already the primary means of interaction
with devices and the world, the familiarity and dexterity already
exists for most users, along with higher levels of social acceptance
[17, 37, 41], making it a natural place to anchor a display. While
many previous studies explored using hands as an input method
with the visualization displayed elsewhere, having the actual display
anchored to the hand remains largely unexplored.

We focus on gaining insight for designing mixed reality (MR)
hand proximate UIs via elicitation studies [43]. We explore two
aspects of such interfaces; (a) displaying elements, and (b) interact-
ing with the displayed elements. Based on the fact that previous
studies found strong preferences for single-handed interaction over
two-handed counterparts [7, 28, 37], we focus on single-handed
interactions. Two studies were conducted: Study 1 derived the lay-
outs for interfaces on and around the hand, while Study 2 explored
the interaction techniques for the layouts developed in Study 1.
Results from Study 1 showed participants’ strong preferences for
the interface to be displayed on and above the hand (Figure 1).
Thus, these two layouts were explored further to elicit preferred
gestures from the participants in Study 2. In total, five different
layouts and 462 gestures were generated. The contributions of this
paper are as follows: (a) a set of layouts for a virtual interface on
and around a user’s hand; (b) a set of gestures to consider when
designing interfaces for MR where the interface is positioned on
and around the hand; (c) insights into the contributing factors to
optimal gestures in this context.

2 RELATEDWORK
The literature exploring using hands as an interface primarily looks
at hands as an input device. However, with improvements in MR
technology, using the hand as an interface to display information
is a possibility. In this section, we provide a review of the literature
exploring using hands as an interface with MR application.

2.1 Gestural Interactions Using the Hand
Gestures and interaction techniques using hands have been pro-
posed in various contexts with varying use of the hands (e.g., on-
skin interactions [16, 41], broader gestures [7, 37], two-handed ges-
tures [5, 14, 28], microgestures [6, 8], and thumb-to-finger gestures[19,

34, 36]). This work looks at single handed interactions, specifi-
cally, microgestures. Previous studies show that users prefer single-
handed interactions over two handed interactions [7, 28, 37]. Fur-
thermore, the common reasons for the exploration of single handed
interactions in many studies were; the flexibility, ease of use, and
social acceptability [19, 36]. This also coincides with the observa-
tions made when developing gestures for different technologies
(hand-held mobile devices [21], surface computing [26, 43], immer-
sive multimedia [30] and smart TV [10]), where the users prefer
single-handed interaction whenever possible.

Several previous studies focus on identifying the functional
workspace of microgestures. Studies conducted by Huang et al.
[19], Tsai et al. [36], and Dewitz et al. [8] show that finger-to-finger
interactions, specially the thumb-to-finger interactions, are consid-
ered more comfortable with single-handed microgestures compared
to interacting with the palm. These studies propose using hand as
a functional input space as opposed to treating it only as a gestural
input modality. In identifying the gestural primitives for microges-
tures, studies identify touch/tap and swipe as the primary primitives
[6, 34].

Notable in this body of literature is the emphasis on tactile inter-
actions. Tactile interactions are necessary for eye-free interactions[9,
19, 44] or to disambiguate regular hand movement from a gesture.
When an interface is displayed in a MR setting and hands are
used for direct input, tactile interactions can be less important.
Gustafson et al. [14] observed that visual cues, more than any other
cues (including tactile), played a more important role in the users
interactions with the hands when they can see the hands.

The strides made in hand pose estimation using deep learning
techniques [25, 35] allow for more accurate detection of hand poses,
and in turn hand interactions. This is ideal for HWDs, as no addi-
tional instrumentation will be required, and the hand interactions
can be detected only using the cameras on the HWD. Yet, in MR
applications, interacting with virtual elements using only hands
has been a challenge [1].

2.2 User Elicitation Studies
Elicitation studies[43] have been widely used in different contexts
to obtain user generated gestures during the design process. Gesture
sets generated with this approach have been shown to be more user-
friendly [26] and memorable [27] compared to gestures generated
by exports. As this study focuses on single-handed interaction in
MR applications, studies more relevant to this work are in elicitation
studies for hand gestures, particularly single-handed microgestures
[5, 6, 19], and elicitation studies for MR interactions [28]. This study
also follows a similar design to gain insight into the interaction
space when using the hand as an interface to display and interact.

2.3 Hand Proximate UIs in Head Worn
Displays

Lee and Hui [23] provide a detailed survey on the literature for
interaction methods for smart glasses. They identify a set of inter-
action goals for interaction techniques for smart glasses. They note
that none of the interaction techniques studied attempt to address
all identified interaction goals. The goals they propose can be fur-
ther divided into two categories: (a) Interaction with 2D elements
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(e.g., menus), (b) interaction with 3D elements (e.g., objects placed
in the environment). It is also notable that none of the interaction
techniques address all goals for the 2D category. To the best of
our knowledge, this still remains to be the case. In addition to our
paradigm extending the smartphone interaction, it can also be per-
ceived as addressing the goals for interactions with 2D elements.
The body of work discussed in Section 2.1 and related work on text
input using hands gestures[39, 40, 42, 44] provides a foundation for
such an interface.

The primary form of interaction with 2D elements (such as
menus) discussed in the literature are either hand gestures[15] or
pointing [12, 20, 22, 29]. Compared to using an external device for
pointing and selecting elements, using the head-movement or point-
ing with bare-hands is prone to fatigue [3, 18] and also shown to be
less efficient compared to traditional point and click [13, 32]. Tak-
ing inspiration from the smartphone interaction model, we believe
using hand proximate UIs to display and interact with 2D elements
can alleviate this limitation. OmniTouch [16] proposes a system
that is closely related to our proposal. It is a shoulder-mounted
projector and depth sensor, where the interface is projected on the
skin and interactions are on-skin touch interactions. PalmType [39]
is an interface on the hand for typing. To define the area on the
hand corresponding to each key, they use a design study which was
then validated with a user study. This shows the need to consider
the related nature of the interface and interaction technique for
such an interface [23]. Digitouch [42] follows a similar rationale
to ours, where they use the hand interactions for input in smart
glasses, where they develop a glove to detect gestures while the
interface is displayed on the smart glasses.

3 STUDY METHODOLOGY
We derived insight into hand proximate UIs by conducting two
studies. Study 1 generated a set of layouts for displaying different
elements. The two most commonly proposed layouts were then
selected to be used in Study 2, which involved eliciting gestures for
interacting with each layout. The remainder of this section details
the procedure and results of each study. Note that the term “layout”
is used to refer to all the different configurations of how various
elements are placed or arranged.

3.1 Study 1: Deriving the Layouts
3.1.1 Selection of Tasks. The referents used in this study have their
basis on previous works [2, 5, 31, 33]. We focused on a set of tasks
that were common in simple mobile applications. Hence, we ex-
cluded activities such as editing and transforming [28]. Further, text
entry was also excluded in this study due to the complex nature
of the task [39, 40, 42, 44], which might interfere with the central
goal of this study (i.e., the development of basic layouts for Hand
Proximate User Interface). Researchers found that dichotomous
referents (e.g., zoom in and zoom out) elicit a pair of gestures which
are "reversible" in nature [28, 43]. Thus, such referents were com-
bined into one referent (e.g., zoom in/out) in our study. The selected
tasks for Study 1 are listed in Table 1.

3.1.2 Participants. For Study 1, participantswith a human-computer
interaction (HCI) background were recruited (N = 12; F = 4, M =
8, their age ranged between 24 and 33; 𝑀 = 27.5, 𝑆𝐷 = 2.68). All

of them were familiar with the use of HWDs. Participants with
HCI background were recruited due to their expertise with the UI
design process and their experience with designing UIs for various
technologies (such as HWDs, smart watches, gestural interfaces,
etc.).

3.1.3 Procedure. First, participants were greeted and asked to turn
off any smart devices to avoid distractions. They were then asked
to complete a general demographic questionnaire. Subsequently,
the participants were asked to imagine designing a technology that
allows them to display information on and around their hand in a
MR setting. They were then asked to illustrate their design ideas
for the five applications: Map, Browser, Media player, home screen
(for opening a new application), and app switching screen (for
switching to an open application) (Table 1); onto a black and white
outline of the human hand printed on a paper while considering
the respective referents as interaction scenarios. The home screen
and app switching screen together will be referred to as general
applications in the remainder of this paper.

3.1.4 Results. The descriptions for the different layouts were coded
by two coders (Cohen’s 𝑘𝑎𝑝𝑝𝑎 = .86), and any disagreement be-
tween them were resolved through discussion. The descriptions
were coded along three dimensions: 1) the position of the interface
relative to the hand, 2) if the participants preferred holding the
hand vertically vs. horizontally, and 3) the layout of the elements
being displayed. Note that the third dimension is only applicable
to the general applications. The percentage of proposals for each
category along each dimension can be seen in Figure 2. The layouts
described could be categorized into five broader categories: (a) on
the hand (Figure 1a) (b) above the hand (Figure 1b) (c) on the palm
(Figure 1c) (d) on the fingers (Figure 1d) (e) around the hand (Figure
1e). Even though both on the palm and on the fingers can fall under
the on the hand category, they were distinguished as some partici-
pants (Figure 2) clearly restricted the display to only one region of
the hand. 18% of the total proposed layouts were oriented such that
the hand can be held vertically (Figure 1f), as some participants
found holding the hand vertically to resemble a smartphone screen
and thus more comfortable. For the map, browser, and media player
applications, the interfaces described were similar to that of the
interfaces commonly seen on personal computers or smartphones.
A larger variation was observed with the general applications. The
third dimension was used during coding to capture this variation,
which was primarily in terms of how the elements will be organized.
As such, to visualize different elements with interactions in mind,
five different layouts were proposed: 1) Arranging the elements in
a grid (Figure 1g), 2) Using a horizontal list (Figure 1h), 3) Using a
vertical list (Figure 1i), 4) Laying out the elements as they are on the
skin, particularly such that they can be reached by the thumb (Fig-
ure 1j), 5) Displaying different elements around the hand (Figure 1e).
Some participants preferred using gestures for some applications
instead of interacting with an interface element; 1 participant for
home screen and 4 participants for app switching screen (i.e., the
gaps in Figure 2). Thus, with the layouts ranked, Study 2 used the
top layouts as stimuli for each of the general applications.
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Table 1: The referents used in Study 2 and the applications related to them with the agreement rate (AR) for each referent,
and the consensus gestures for each referent. The percentage columns show the percentage of participants who produced the
consensus gestures of the respective referent for a given condition (on-hand, off-hand). Refer to Figure 4 for descriptions of
the gestures listed under consensus gesture. Agreement rates are highlighted based on the categorization Vatavu andWobbrock
[38]: blue - very high agreement, green - high agreement, yellow - medium agreement, red - low agreement.

Application Referent AR(on-hand) AR(off-hand) Consensus gesture %(on-hand) %(off-hand)

Pan (left/right/up/down) 0.371 0.615 Swiping 60% 79%
Zooming(in/out) 0.343 0.725 Pinch 60% 86%Map
Rotating(clockwise/anti-clockwise) 0.257 0.253 Hand flick 46% 50%
Scrolling (up/down) 0.867 0.725 Swiping 93% 86%
Selecting/clicking elements 0.867 0.418 Tapping 93% 64%
Navigate pages (prev./next) 0.210 0.209 Swiping 33% 36%Browser

Tapping 33%
Play/pause/stop 0.352 0.352 Tapping 53% 50%
fast-forward/rewind 0.066 0.077 Tapping 20% 21%
Navigate media (prev./next) 0.229 0.242 Tapping 60% 43%Media player

Volume control (increase/decrease) 0.286 0.231 Swipe along fingers 53% 43%
Going to home screen 0.295 0.244 Full hand gesture 40% 36%
Navigating a grid of elements 0.371 0.253 Tapping 60% 50%

Home screen
(General application) Selecting from grid of elements 0.752 0.857 Tapping 87% 93%

Going to the app switching screen 0.257 0.242 Full hand gesture 47% 43%
Navigating a horizontal list of elements 0.190 0.242 Swiping 40% 50%

App switching
screen (General

application) Selecting from horizontal list of elements 0.552 0.615 Tapping 73% 79%

Figure 2: Breakdown of the proposed layouts along the three
dimensions for each application. The y-axis presents the dif-
ferent applications considered. The x-axis presents the per-
centage breakdown for each category along a dimension.

3.2 Study 2: Gesture elicitation study
3.2.1 Stimuli for the study. Two visual interfaces were selected
from the first study as the stimuli for Study 2 (the top two proposed
layouts: on the hand; 46%, and above the hand; 23%). Both layouts
required the dominant hand being held out horizontally in front of
the user with the palm normal to the line of sight. For the layout of
elements, the majority for each application was selected (grid layout
for the home screen; 41%, horizontal list layout for app switching
screen; 33%). The first visual interface was a horizontally oriented
rectangle with the interface superimposed on the palm and fingers,

referred to as "on-hand" approach (see left column of Figure 3).
Akin to this, the second visual interface was floating up above the
palm and fingers, occupying the same space as the thumb when
the hand was in a relaxed position. This was referred to as "off-
hand" approach (see right column of Figure 3). The stimuli selected
were based on current mobile and personal computing platforms;
the familiarity was expected to allow participants to imagine the
interactions and provide more coherent proposals. Adobe After
Effects was used to mock up the five different application demos as
video clips for each interface position.

3.2.2 Participants. Participants were recruited from a local univer-
sity for the study (N = 15; F = 5, M = 10, their age ranged between
18 and 27; 𝑀 = 24.27, 𝑆𝐷 = 3.24). Participants used their smart-
phone between 1 and 15 hours per day (𝑀 = 4.93, 𝑆𝐷 = 3.47).
Only one participant was left-handed. Ishihara colour blindness
tests indicated that none of our participants had red-green colour
blindness.

3.2.3 Procedure. First, the participants were greeted and asked to
turn off any smart devices to avoid distractions. The structure of
the study was explained to them. We followed the explanation by
going over and signing the consent form. A questionnaire with
general demographic information and mobile device usage habits
was completed as well. Subsequently, the participants were shown
the first video clip (based on the their condition, either on-hand
or off-hand). After observing the visual interface, they were asked
to describe how they would perform the referents described in
Table 1 using only the hand displaying the anchored interface. The
participants were allowed to go through the video clip as many
times as necessary for them to come up with a gesture. They were
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Figure 3: Images captured from the stimuli used in Study 2.
The left column shows the interfaces displayed on the hand
(on-hand). The right column shows the interfaces displayed
above the hand (off-hand). The rows correspond to the dif-
ferent applications considered: 1) Map 2) Browser 3) Media
player 4) Home screen (grid layout) 5) App switching screen
(horizontal list layout).

asked to treat the technology as a “magic box”1, that is, assume the
technology can detect any gesture produced.

Following the gesture proposals for each referent/application,
the participants were asked if they would consider making any
alterations to the proposed gestures if they were to be used in
public. Once the participants had proposed a full set of gestures for
a given condition (on-hand or off-hand), they were then asked to
fill out a questionnaire regarding the interfaces of that condition,
with feedback on how cool, comfortable, and convenient using the
technology would be, as well as how likely they were to use the
technology or recommend it to someone. The same process was
repeated for the second video clip (based on the their condition,
either on-hand or off-hand). Finally, Ishihara colorblindness test
was administered2: Due to the visual nature of the stimuli, we
considered color blindness as a potential factor affecting our results.
Thus, we used Ishihara Color Blindness Test to control for color
blindness as a factor.

3.2.4 Results. The taxonomy used to classify the gestures is given
in Table 2, and is based on the taxonomy proposed by Wobbrock et
al. [43]. The nature dimension used in the previous studies [7, 28,
1A generalized phrase for the phrase (“magic brick”) used by Ruiz et al.[31]
2https://www.color-blindness.com/ishihara-38-plates-cvd-test/

Table 2: Taxonomy used for the classification of gestures;
based on Wobbrock et al. [43]

Dimension Categories Descriptions

Form Single-finger static Uses only one finger and doesn’t
involve a dynamic movement of the
finger, such as a swipe.

Single-finger
dynamic

Uses only one finger and involves
a dynamic movement of the finger,
such as a swipe.

Multiple fingers Uses multiple fingers for a gesture.
Hand Uses the whole hand for a gesture.

Flow Discrete Response occurs after the user acts.
Continuous Response occurs while the user acts.

Binding Visual element de-
pendent

Gesture interacts with a visual ele-
ment.

Visual element in-
dependent

Gesture does not interact with a vi-
sual element.

37, 43] is not considered here, as it does not directly relate to single-
handed gestures. The form dimension describes the interaction
method. Single-finger static gestures are gestures that involve only
a single finger and do not involve a dynamic movement of the
finger (e.g., tap, double tap). Single-finger dynamic gestures involve
a single finger in a dynamic motion (e.g., swipe). Multiple fingers
would use two or more of the fingers for a gesture, such as finger
flexion of multiple fingers, whereas hand gestures would use the
whole hand (e.g., making a fist, waving hand). The definition of
the flow dimension follows the definition of Wobbrock et al. [43], a
gesture is considered discrete if the event corresponding to a gesture
occurs after the gesture has been completed (e.g., tapping/clicking);
a gesture is considered continuous if the corresponding event is
ongoing as the gesture is being performed (e.g., swipe or press
and hold to increase volume). The binding dimension describes
whether the gesture involves interacting with a visual element
on the interface (e.g., click on visible button) or not (e.g., swipe
to change screens). The data was coded by two coders (Cohen’s
𝑘𝑎𝑝𝑝𝑎 = .79) and the conflicts between the coders were resolved
through discussion.

A total of 462 gestures were elicited in our study. The agreement
rate (or AR) and the classification based on AR, proposed by Vatavu
and Wobbrock [38] was used for the analysis. Table 1 shows the AR
for the referents for both on and off-hand. 4 referents for on-hand
and 5 referents for off-hand had very high agreement (𝐴𝑅 > 0.5;
highlighted in red in table 1), 4 referents for on-hand and 2 referents
for off-hand had high agreement (0.5 ≥ 𝐴𝑅 > 0.3; highlighted in
yellow in table 1) and 7 referents from on-hand and 8 referents
from off-hand had medium agreement (0.3 ≥ 𝐴𝑅 > 0.1; highlighted
in green in table 1). Fast-forward/rewind had a low agreement rate
for both approaches (0.1 ≤ 𝐴𝑅; highlighted in blue in table 1). The
biggest difference between the gestures for on-hand and off-hand
are seen for zooming (difference = 0.38) and selection (difference =
0.45). For zooming, a large majority of participants selected “pinch”
gesture when the interface was displayed above the hand (off-hand
- 86%). In comparison to off-hand, gestures proposed for on-hand
had more variability, although the majority of people still proposed
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(a) Tapping (b) Swiping (up/down)

(c) Swiping (left/right) (d) Pinch (in/out)

(e) Flick hand (waving motion) (f) Swiping fingers across palm

(g) Momentarily making
a fist

(h) Momentarily turning
hand around

Figure 4: The consensus gesture set based on Study 2.

the same gesture (on-hand - 60%). For selection, the participants
preferred directly tapping the elements when the interface was
on the hand (on-hand - 93%). The same gesture was preferred for
off-hand as well, but only at 64%.

Based on previous work [24, 28, 43] we derive a consensus ges-
ture set based on Study 2. All referents had a similar consensus
of gestures for both on-hand and off-hand (Table 1) except for the
navigating pages referent, where for the on-hand, tapping was also
part of the consensus gesture set for the referent. The derived set
of gestures are presented in Figure 4 and the referents to which
they are mapped are listed in Table 1. The hand gestures were put
into two categories: making a fist, and flicking the complete hand
(along any axis). Since the consensus gesture set for both on-hand
and off-hand cases were similar, for brevity, Figure 4 outlines the
consensus gestures with the on-hand condition.

Comfort, Convenience, Coolness. The participants’ subjective ex-
periences were explored with three questions in the second ques-
tionnaire. Based on the results of Kolomogorov-Smirnov tests, non-
parametric alternatives (Wilcoxon Signed Rank tests) were con-
ducted for this part of the analyses and explored differences be-
tween medians. Participants perceived both on and off-hand as
equally cool (𝑍 = −.98, 𝑝 = .33, 𝑟 = .28), convenient (𝑍 = −.86,
𝑝 = .39, 𝑟 = .25), and comfortable (𝑍 = −.16, 𝑝 = .87, 𝑟 = .05). Next,

participants’ interest in using the technology in the future was
explored, but there was no significant effect across the approaches
(i.e., on-hand vs. off-hand, 𝑍 = −.36, 𝑝 = .72, 𝑟 = .10). Note that we
have to interpret the results with caution since our sample size was
small.

Interest in Future Use. Finally, multiple regression analyses were
conducted to explore whether the levels of comfort, convenience,
and coolness could predict the participants’ interest in using the
technology in the future. Regarding the on-hand approach, the
results indicated that the model accounted for approximately 68
percent of variance ( 𝑅2

𝑎𝑑 𝑗
= .68) in predicting the level of in-

terest in using the technology in the future at a significant level;
𝐹 (2, 11) = 10.81, 𝑝 = .001. Note that due to smaller sample size,
adjusted R squares are reported here. Among the predictor vari-
ables, perceived convenience was the only significant contributor
to the model (𝐵𝑒𝑡𝑎 = .80, 𝑝 = .002) while comfort (𝐵𝑒𝑡𝑎 = −.03,
𝑝 = .86) and coolness (𝐵𝑒𝑡𝑎 = .21, 𝑝 = .43) were not. A simi-
lar pattern emerged for the off-hand approach. Once again, the
model predicted the participants’ interest in using the off-hand
approach in the future at significant level: The model accounted
for approximately 68 percent of the variance (𝑅2

𝑎𝑑 𝑗
= .68) in the

participants’ interest level; 𝐹 (3, 11) = 11.06, 𝑝 = .001. Again, while
perceived convenience was a significant contributor to the model
(𝐵𝑒𝑡𝑎 = .66, 𝑝 = .049), comfort (𝐵𝑒𝑡𝑎 = .19, 𝑝 = .53) and coolness
(𝐵𝑒𝑡𝑎 = .19, 𝑝 = .15) were not. Thus, perceived usefulness predicted
the participants’ interest in using the technology.

4 DISCUSSION
Legacy Bias: Using the Smartphone Interaction Model. As antic-

ipated, some potential influence of legacy bias was recognized
especially when participants were generating gestures for many of
the referents - they commented on the interface being similar to
a smartphone, allowing them to use similar gestures for the hand
proximate UI: This legacy bias could be one of the contributing
factors for higher agreement rates seen in Table 1. A similar senti-
ment was reported with regards to social acceptability. Only two
participants suggested changes (from using the hand itself to using
gestures with fingers only, for the map application) when inquired
about using the gestures in public. Other participants were comfort-
able with using the originally generated gestures in public, some
emphasizing that it is very similar to using a smartphone. Some
participants also commented on how it was not possible to transfer
certain gestures directly from the smartphone for some referents
(e.g., zooming) due to the single-handed requirement: The fact that
they still were able to propose gestures for these referents implies
that this interaction paradigm has a larger functional space to be
explored, in comparison to the space provided by smartphones.

Interface Layout Design. As discussed in Section 3.2.4, the par-
ticipants did not have a strong preference for the position of the
interface, and proposed gestures were similar across both layout
approaches. However, based on participants’ comments, there are
a few points to be considered. First, participants preferred to di-
rectly interact with the element using their thumb when placing
elements that can be clicked/tapped/selected. Observations made
during Study 2 corresponds to the functional workspace of the
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thumb discussed by Huang et al. [19] and Dewitz et al. [8]. Inter-
estingly the preference for direct input was observed even when
the interface was displayed off the hand (Figure 3, right column),
though the participants commented on the reach of the thumb
being limited. For elements beyond their reach, they preferred us-
ing scrolling/zooming to bring an element within the reach of the
thumb to use direct input. In addition to the thumb to finger inter-
action space, it is worth further exploring the complete functional
workspace of the thumb when virtual interactions are also taken
into consideration. Another parallel question is about the impor-
tance of tactile interactions when the interface is overlaid on the
hand. When proposing interaction methods with displayed virtual
interfaces, most of the participants were rather focused on directly
interacting with the virtual element, and tactile feedback was of-
ten not considered. For example, some commented that not being
able to see the fingers through the display discouraged them from
interacting with those fingers such as with on-hand (Figure 3, left
column). This can be seen with the zooming referent. When the
interface was above the hand, many proposed the pinch gesture,
but when it was on the hand, the preference for pinch dropped
and preferred gestures were similar to contracting/expanding the
fingers or double/triple tap. Some of those who did recommend the
pinch in/out gestures for the on-hand approach attempted to treat
the virtual interface as a surface on which to perform the gesture.

During both studies, some participants preferred the vertical
alignment of the hand as opposed to holding the hand horizontally.
The participants who preferred this alignment described it being
more comfortable and familiar, and the aspect ratio of the interface
would be closer to that of the smartphone. One participant com-
mented that it might be more comfortable if the interface was not
horizontally or vertically aligned, but rather aligned in an inter-
mediate position. This can be further extended to consider if users
would prefer the interface being oriented and positioned relative
to the head as opposed to the interface being positioned relative
to the hand, and the orientation be relative to the point-of-view.
While only the top two ranking layouts from the first study were
chosen to be used in the second study, in future studies it would be
beneficial to explore the other proposed layouts as well.

Gestures for interacting with interfaces displayed on and around
the hand. Based on the consensus gestures (Table 1, Figure 4), tap
(or touch) and swipe gestures, primarily using the thumb, were the
most common. For applications that mostly require binary input
(such as the media player) participants prefer assigning meaning
to different fingers or finger segments and interacting with them.
Alternatively, for universal applications (home screen, app switch-
ing screen) participants preferred having unique gestures, where
most proposed using the complete hand, such as making a fist or
flipping the whole hand once. Three participants preferred having
an icon on the interface to interact with to bring up these applica-
tions, citing social acceptability as a cause for not using whole hand
gestures. Following the observations of the interface layout design,
participants preferred to use the thumb to directly interact with ele-
ments that are displayed on the interface.When the interface design
requires laying out a grid of elements or a list to interact with, this
can be taken into consideration. The observations made in these
studies identify the preliminary design space for hand proximate

UIs; with implementations of these interfaces more studies need
to be conducted to gain better insight. For example, how the reach
of the thumb will impact the use of the off-hand approach cannot
be fully understood based on the conducted studies. Future studies
with a larger sample size and larger age range will be beneficial.

5 CONCLUSION
In this work we introduced an alternative interaction paradigm for
mixed reality settings. We contributed to the literature on hand
proximate UIs by exploring elements displayed on and around the
hand, and interacting with them using the hand as an anchor. We
explored this interaction space by conducting two studies. Study
1 was conducted with participants with a background in Human-
Computer Interaction to inform the different possible layouts for
a hand-based interface. Study 2, a user-elicitation study, was con-
ducted where the participants generated gestures to be used for
interacting with the selected interface layouts proposed during
Study 1. Based on the results of these studies, a set of UI layouts
and consensus gestures are presented. The results show that this
interaction paradigm, while providing a familiar, socially acceptable
interaction modality for mixed reality applications, also extends the
smartphone interaction space. Our findings can serve as guidelines
for designing interfaces in this interaction paradigm while also
informing future research directions.
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