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ABSTRACT 

The use of crowdsourcing platforms for data collection in 

HCI research is attractive in their ability to provide rapid 

access to large and diverse participant samples. As a result, 

several researchers have conducted studies investigating the 

similarities and differences between data collected through 

crowdsourcing and more traditional, laboratory-style data 

collection. We add to this body of research by examining the 

feasibility of conducting social acceptability studies via 

crowdsourcing. Social acceptability can be a key determinant 

for the early adoption of emerging technologies, and as such, 

we focus our investigation on social acceptability for Head-

Worn Display (HWD) input modalities. Our results indicate 

that data collected via a crowdsourced experiment and a 

laboratory-style setting did not differ at a statistically 

significant level. These results provide initial support for 

crowdsourcing platforms as viable options for conducting 

social acceptability research.  
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INTRODUCTION 

Head-Worn Displays (HWDs) offer the opportunity for 

seamless information access, on-the-go and in settings not 

possible with traditional computing. To improve the 

interaction efficiency with current HWDs, researchers have 

proposed a number of different input modalities 

[6,10,23,26], which range from highly noticeable and spatial 

gestures to more subtle ones [3,20]. Extravagant input 

methods performed in public, however, could naturally 

trigger unwanted attention from spectators [36] and 

consequently, make users feel uncomfortable. Social 

acceptability studies aim to assess these types of non-

performance related issues pertaining to novel interaction 

mechanisms [1,11,27,28].  These studies typically ask the 

users to perform a set of gestures in one or more public 

spaces (e.g., in a shopping mall) and then rate their perceived 

social comfort levels in performing these gestures in a range 

of potential social contexts (e.g., in front of strangers). A 

challenge with these studies, however, is that they can be 

resource intensive and slow to conduct – hardware 

prototypes may be limited and researchers must accompany 

participants to public spaces. Consequently, these studies 

often have relatively small sample sizes [1,28], which can 

impact the generalizability of the results.  

Crowdsourcing platforms have become increasingly 

attractive as a means of conducting empirical HCI work, due 

to their rapid and cost-efficient access to large and diverse 

groups of users. While data quality can be an issue [4,19], a 

number of studies have shown that with certain precautious 

outlier removal procedures, crowdsourcing evaluations can 

lead to the same set of conclusions as laboratory evaluations 

[19]. When evaluating the social acceptability of novel 

technologies like HWDs, however, a key distinction is that 

participants recruited via the crowdsourcing platform will 

not be able to experience the gestures for themselves, and 

will have to provide ratings based on watching video clips 

without the presence of a researcher. Consequently, the 

extent to which crowdsourcing platforms are viable for this 

type of research is an open question.  

The goal of this paper is to investigate the potential 

suitability of conducting crowdsourced social acceptability 

studies of HWD input modalities. To do so, we collected two 

social acceptability data sets, one using Amazon Mechanical 

Turk (AMT), where participants watched videos of the 

gestures being performed, and a traditional laboratory-style 

dataset, where participants met with a researcher in person, 

and used the device to perform the gestures in a public space.  
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Our results suggest no statistical differences between the two 

datasets, providing promising initial support for the 

feasibility of using crowdsourcing for social acceptability 

studies of novel input modalities. Our results further provide  

insight for the social acceptability of the five different forms 

of input modalities we included in our study  (Figure 1).  

RELATED WORK 

We focus our coverage of related work on social 

acceptability studies for mobile input technologies and work 

exploring data collection using crowdsourcing platforms.  

Social Acceptability of Novel Mobile Input 

The social acceptability of technology is a key determinant 

in the success or failure of any new technology. Researchers 

have conducted a number of social acceptance studies 

examining novel input to mobile devices as well as factors 

affecting users’ social comfort level. Ronkainen et al. [29] 

first introduced the idea of examining social acceptance of 

device-based gestures (e.g., swinging a mobile device). 

Motivated by this work, researchers have studied social 

acceptance of device-centric gestures and body-centric 

gestures (e.g., tap on the nose) [1,17,22,27], in-air around-

device gestures, and above-device gestures [11]. Their 

exploration primarily focused on different gesture properties 

(e.g., gesture size and gesture duration) that influence users’ 

and spectators’ willingness to use gestures in different social 

contexts (e.g., location and audience). Results revealed that 

the gesture properties affect users’ attitude towards using 

these novel mobile inputs in various social settings. 

The above studies have used various methods to collect 

social acceptability data. One approach has been to provide 

participants with video clips showing people performing 

gestures. Participants are then asked to imagine themselves 

performing these gestures at different locations and in front 

of different audiences [28,29]. Alternatively, studies also 

have been conducted in public places (e.g., a shopping mall) 

to elicit participants’ responses to novel mobile inputs in 

real-world usage situations [1,35,37]. Our study methods are 

informed by these prior studies.    

Crowdsourcing Evaluations 

Researchers have shown great interest in crowdsourcing 

platforms, such as AMT and CrowdFlower, for collecting 

data (e.g. [7,13,25]) and conducting user studies (e.g., 

[18,21]). Prior work has also shown, however, that the 

quality of the collected data can be an issue. The 

unsupervised setting in such platforms can lead to a range of 

unwanted participant behaviors such as cheating (i.e. 

searching for answers or copying them from online sources) 

[4], not paying attention [12,24], or giving up while 

performing tasks [30].  

Other work has shown that with proper check-and-balances 

in place, data collected via crowdsourcing can be comparable 

to data collected in a traditional laboratory setting with 

supervision. For example, a performance evaluation of two 

different selection techniques and three different adaptive 

interfaces found no significant differences between the 

crowdsourced data and the data collected in the lab  

[21]. Another study found that for straightforward tasks (i.e. 

giving examples of sportswear), the crowdsourced 

participant data were comparable to that from in-lab 

participants [9]. However, when the complexity of the task 

increased (i.e. answering questions in detail), differences 

between crowdsourced and in-lab data emerged [9].  

Informed by prior work on crowdsourced data collection, our 

study examines whether perceived social acceptability of 

input modalities differ when we compare collected data from 

crowdsourcing and a laboratory-style setting. 

CROWDSOURCED VS. LABORATORY-STYLE SOCIAL 
ACCEPTABILITY  

We aimed to understand the feasibility of using 

crowdsourcing to conduct social acceptance research of 

HWD input modalities. Crowdsourcing is considered to be a 

rapid, cost-effective means of data collection. However, 

HWDs represent a unique challenge for crowdsourcing 

research in that many users will not have any experience 

using these types of devices, and will not get the chance to 

do so during the study due to its remote nature. We were 

therefore interested in whether their data would be 

comparable to data collected via a more traditional 

laboratory-style evaluation, where participants get to 

actually experience the gestures with the target hardware. 

 

Figure 1. Five input modalities used in the study. 

HWDs Input 

To inform our choice of specific input modalities, we 

reviewed prior work on input for HWDs [6,10,23,26,28,31].  

We found that touchpads [23], hand gestures [6,26], head 

movement [16], voice commands [28], and rings  [10] are 

among the most commonly used input modalities for HWDS, 

and thus we included these five in our study (Figure 1). 

Study Design 

Our study design and measures are based on multiple prior 

works on social acceptance [1,27,28,32] and crowdsourcing 

[7,13,18,21]. As mentioned in the related work section, prior  

studies on social acceptance have explored novel, yet 



unavailable input methods (e.g., around-device interaction 

[14,15], smartphone gestures [31], hand-to-face input [32]) 

using two prominent approaches: (i) giving participants 

videos of the input/interaction technology [27,29]; (ii) 

having participants experience the technology first-hand and 

asking them to imagine its use in different contexts [1,32]. 

Our study employs both of these methods.  We provide 

crowdsourced participants with video clips.  Laboratory-

style participants, on the other hand, are given first-hand 

technology experience in a single public space.  In line with 

prior social acceptabilities studies [1,27], both our laboratory 

and crowdsourced data collection involved imaginative 

contextualization, where participants are asked to imagine 

themselves in various social contexts. 

In our current study, we focused on the following audiences 

(alone, family members, friends, colleagues, and strangers) 

and locations (at home, public transportation, shopping mall, 

sidewalk, and work) to understand participants’ reactions of 

using five different input modalities (hand gesture, head 

movement, touchpad, ring, and voice).  

All participants completed an online questionnaire to collect 

their social acceptability ratings. We implemented the online 

questionnaire using PHP and MySQL to collect participants’ 

feedback in all conditions. The questionnaire contains three 

sections: the first section introduces the study; the second 

section covers questions about basic participant demographic 

information. The third section includes video clips showing 

a co-author using the HWD inputs and questions on using 

these modalities in different social settings. Participants were 

asked to rate (from 1 being very socially uncomfortable to 5 

being very socially comfortable, Figure 2) the usage of input 

modalities in front of different audiences and in various 

locations as performers of the tasks.  

In the next sections, we describe the participants in both the 

laboratory-style study and the crowdsourced study as well as 

the differences between the two study procedures. 

Laboratory-style study 

In this study, we recruited 28 participants who received $15 

as compensation for their participation in the experiment. 

The experiment took place in a public space in a crowded 

university atrium. To help familiarize participants with the 

gestures, they watched all video clips, each demonstrating 

one input modality. We then asked them to wear the HWD 

and to perform tasks that were shown on the clips with each 

of the five HWD inputs. This step gave them the experience 

of using the input techniques in a real-world context. A 

researcher stayed nearby and monitored participants while 

they were performing the input tasks. Once they completed 

tasks with an input technique, participants were provided 

with the online questionnaire to rate the usage of input 

technique, hypothetically, in front of different audiences and 

at various locations. Each session lasted around 30 minutes.  

Crowdsourced study 

We collected data from 106 crowdsourced participants. We 

posted the link to an online survey in Amazon’s Mechanical 

Turk as a task. We specified the compensation as $1.00 for 

completing the task, 50% approval rate, and a minimum of 

50 completed Human Intelligence Tasks (HITs). We also 

specified a minimum 50% “Approval Rate”, meaning that at 

least 50% of each participant’s prior HITs where considered 

acceptable by the requestors. Although prior studies have 

had stricter approval rates [e.g., 21], we chose 50% as our 

threshold because we had two other data removal steps (i.e., 

Gold standard questions & 15 secs threshold), which we 

discuss below.   

Our sample sizes (28 laboratory and 106 crowdsourced) are 

comparable to prior research exploring crowdsourced vs. lab 

evaluations. For example, Komarov et al. [21] had 96 

participants recruited via AMT and 14 local participants. 

Likewise, Edgar et al. [9] had 1019 participants for a 

crowdsource study and 44 participants for an in-lab study.  

  

 

Figure 2. An example of the online questionnaire.  

Crowdsourcing platform participants were presented with 

the similar online questionnaire used in the laboratory-style 

study. In contrast, however, they were asked to imagine 

themselves performing these tasks with the input technique 

shown in each video without hands-on use. At the beginning 

of the survey, participants were presented with an 

introduction to the study and were shown video clips for the 

HWDs’ input modalities.  

Since crowdsourcing platforms have a disadvantage 

regarding the lack of direct supervision of the participants, 

concerns about the quality of collected data are common. 

Following guidelines from prior work (e.g., [12,33]), we 

decided on the criterion for identifying and excluding 

outliers and/or responses that were not entered in good faith. 

First, the questionnaire stored participants’ IP addresses to 

be aware of duplicated data [4,34]. Also, the time 

participants spent on each question was recorded to ensure 

that they had taken adequate time to read and understand 

each question before answering [4]. Given prior work 

indicating that 15 seconds is a lower bound for answering a 

closed question [2], we used a 15-second threshold to remove 

data that were entered too quickly, potentially reflecting 

unreliable responses. We also tested this minimum length in 



our pilot study. Not removing responses under a certain time 

limit is considered problematic [2]. Another validation 

method we used was to add a gold standard, verifiable 

question [8] to ensure that participants were attending to the 

video clips. In our case, participants were asked a question 

about one of the video clip’s subtitle captions. Data with 

incorrect answers were rejected. Finally, we used data only 

when the participants completed the entire questionnaire. To 

ensure data quality, we applied these selection criteria both 

on the laboratory-style and crowdsourcing data.  

RESULTS 

Disqualified Data 

Out of 134 participants (28 in laboratory-style or Lab, and 

106 AMT crowdsourcing or AMT), 44 participants failed to 

respond correctly to the golden standard question (1 in Lab; 

43 in AMT). Next, 44 participants failed to spend adequate 

time on the questionnaire items (3 in Lab; 41 in AMT). 

Finally, 11 participants failed to complete the entire 

questionnaire (only in crowdsourcing). This left us with 24 

Lab participants (24/28 = 86% qualified) and 52 AMT 

participants (52/106 = 49.1% qualified). This quantity of 

removed crowdsourcing data is consistent with prior work 

(e.g., ([12] & [33] removed 40% and 70%, respectively).  

Data Analysis 

Our analysis accounts for our unequal sample sizes and the 

non-normality distribution of data across conditions by using 

nonparametric tests. We used Mann-Whitney U Tests with 

the aggregate of social acceptability across all the five 

location and audience types, with Bonferroni’s adjusted ps = 

.013 (i.e., .05/4). We further report effect sizes as they are 

independent of sample size issues.  

General Demographic Differences  

We investigated the demographic differences between in 

laboratory style and crowdsourcing conditions. Overall, 

there are more males (n = 50) than females (n = 26) in both 

conditions (Lab: M = 14, F = 10; AMT: M = 36, F = 16). We 

also found that the age range was smaller for the laboratory-

style condition (18 and 34 yrs) than crowdsourcing 

counterparts (18 and 74 yrs). 

 

Table 1. Laboratory-style vs. Crowdsourcing: Median Social 

Acceptability and Confidence Intervals for each modality 

across all the location and audience types.  

Laboratory-style vs. Crowdsourcing across Locations 

We first investigated social acceptability levels across all the 

locations for each input modality, depending on the data-type 

(i.e., Lab vs. AMT). No significant results were found 

(Figure 3). Thus, we failed to find any statistically significant 

differences between laboratory-style and crowdsourcing data 

when the participants imagined using modalities in various 

locations. However, these results need to be interpreted with 

caution as small effects were found (Table 1). 

Laboratory-style vs. Crowdsourcing across Audiences 

We further investigated social acceptability across audience 

types for each modality, depending on the data-type. Again, 

no significant results emerged (Figure 3).  

A further exploratory analysis was conducted to investigate 

overall patterns of the most socially acceptable modality for 

both locations and audiences. Touchpad and Ring were 

equally socially acceptable, followed by Head Movement. 

Voice and Hand Gesture were considered the least socially 

acceptable modalities: This pattern was consistent across 

both location types and audience types (Figure 3).      

 

Figure 3. Laboratory-style vs. crowdsourcing: Median social 

acceptability and Confidence Intervals for each modality 

across all the location types (Left) and audience types (Right). 

Our results indicate that data we collected in the laboratory-

style condition and crowdsourcing condition did not differ 

statistically (ps > .013), and the effects were small or 

marginal (.03 ≤ r ≤ .28). Thus, our results suggest that it is 

possible to conduct social acceptability research via 

crowdsourcing. Note, however, that all of our analyses were 

conducted once all the disqualified data points were 

removed. Thus, we suggest greater caution is needed when 

anyone employs crowdsourcing data collection methods.    

DISCUSSION, LIMIATIONS, AND FUTURE WORK 

Our study compared social acceptability data collected 

among users in a laboratory-style and that of a 

crowdsourcing platform. We also examined whether these 

setups yield different social acceptance results across 

different hypothetical locations and audiences. Our findings 

suggest that the results from both groups are statistically 

similar and potentially comparable. While we saw larger 

sources of variability with the crowdsourced participants, 

and we had to remove a number of outliers, the use of 

crowdsourcing did not impact the overall nature of our 

findings. These results are consistent with prior work on the 



feasibility of using crowdsourcing for performance 

evaluations [21]. 

By looking at input modalities across audiences and 

locations, all participants (laboratory-style and 

crowdsourced) had higher social acceptance ratings for the 

ring and touchpad compared to other input modalities. 

Touchpad and ring are subtle and less attention seeking, 

leading to reduced social discomfort. Similar findings were 

revealed by Ahlström [1] where they suggested that smaller 

and quicker gestures are less noticeable, and thus more 

socially acceptable.  

The fact that crowdsourcing participants tended to  

contribute similar data viewing only video clips of the 

interactions raises a number of interesting avenues for 

potential research.   

Our laboratory-style condition was designed as an initial step 

toward understanding the social acceptability of input 

techniques for a HWD in a restricted context. We 

acknowledge that an in-the-wild study design would provide 

insight on social acceptability in more realistic usage 

contexts. Additionally, the evaluation of social acceptability 

might change based on participants’ surrounding social 

context. Further study conducted in such contexts (e.g., in 

public/private settings - shopping mall or sidewalk, and in 

front of different audiences - families, or coworkers) would 

be needed to validate the generalizability of our results. 

Furthermore, participants’ age as well as their cultural or 

ethnic background could naturally influence their social 

acceptability ratings. We unfortunately did not collect 

participants’ ethnicity data in our study. However, in light of 

these initial feasibility results, further research should 

consider crowdsourced studies to enrich our understanding 

of how demographic data such as age range and cultural 

background might impact social acceptability reactions to 

novel devices and interactions. 

Our study investigated social acceptability of interaction 

techniques for HWDs in a comparison of laboratory style 

data and crowdsourcing data. Future research should 

therefore explore the extent to which remote evaluations are 

possible with other novel devices and gesture sets. For 

example, there may be certain interactions that are more 

difficult to convey via video clips than others, and 

participants’ familiarity with the technology concept might 

also play a role; while not all the participants in our sample 

would have had the opportunity to interact with HWDs, some 

may have seen them depicted in the media. The suitability of 

crowdsourcing platforms to explore perceptions of more 

“futuristic” technologies is an interesting area of future 

research. 

SUMMARY 

We reported on the results of a study comparing social 

acceptability ratings of HWDs interaction techniques among 

users in laboratory-style study and a remote crowdsourcing 

platform. Our results showed that, overall, data collected 

from both groups are similar and suggest that there is 

potential feasibility for running social acceptability studies 

of new technologies using crowdsourcing platforms if the 

data is treated carefully.  
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